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Abstract—The classification of patterns into naturally ordered labels is referred to as ordinal regression. This paper proposes an ensemble methodology specifically adapted to this type of problems, which is based on computing different classification tasks through the formulation of different order hypotheses. Every single model is trained in order to distinguish between one given class \(k\) and all the remaining ones, but grouping them in those classes with a rank lower than \(k\), and those with a rank higher than \(k\). Therefore, it can be considered as a reformulation of the well-known one-versus-all scheme. The base algorithm for the ensemble could be any threshold (or even probabilistic) method, such as the ones selected in this paper: kernel discriminant analysis, support vector machines and logistic regression (all reformulated to deal with ordinal regression problems). The method is seen to be competitive when compared with other state-of-the-art methodologies (both ordinal and nominal), by using six measures and a total of fifteen ordinal datasets. Furthermore, an additional set of experiments is used to study the potential scalability and interpretability of the proposed method when using logistic regression as base methodology for the ensemble.
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I. INTRODUCTION

ORDINAL regression can be defined as a relatively new learning paradigm whose aim is to learn a prediction rule for ordered categories. This problem, firstly arising in statistics [2], is spreading rapidly and receiving a lot of attention from the pattern recognition and machine learning communities [3], [4] because it presents a wide range of applications in areas where human evaluation plays an important role, for example: psychology, medicine, information retrieval, etc. The main difference compared to standard regression is in the target variable, which is composed of finite and discrete category labels, the distances between them being unknown. Concerning classification, the variable to predict is not numerical or nominal, but ordinal; thus these categories show an implicit and natural order. An explanatory example of order among categories could be the Likert scale, a well-known methodology used for questionnaires, where the categories correspond to the level of agreement or disagreement with a series of given statements. The scheme of a typical five-granularity Likert scale could be: \{Strongly disagree, Disagree, Neither agree or disagree, Agree, Strongly agree\}, where the natural order among categories can be appreciated. The major problem within this kind of classification is that misclassification errors should not be treated equally: misclassifying the Strongly disagree class as Strongly agree should be more penalized than misclassifying it as Disagree. Therefore, several issues must be taken into account in order to exploit the presence of this order among categories. Firstly, this implicit data structure should be learnt by the classifier in order to minimize ordinal classification errors and, secondly, several measures or metrics should be developed in order to do so, given that simply being accurate might not be enough for this kind of problems.

Several approaches to tackle ordinal regression have been proposed in the domain of machine learning over the years, since the first work dating back to 1980 [2]. The simplest idea is to transform these ordinal scales into numeric values and solve the problem as a standard regression one. Kramer et al. investigated and proposed the use of a regression tree learner in this sense [5]. However, as outlined before, there is an important problem within these approaches: the fact that, in general, there is no knowledge about the distances between different classes. On the other hand, other works focused on addressing the problem by simply performing multinominal classification tasks (totally forgetting the order information) or by considering cost-sensitive classification [6] based on trivially imposed cost matrices. Some researchers approach the problem by decomposing the original ordinal regression task into a set of binary classification tasks [3], [7], or by formulating the original problem as one of extended binary classification [8], [9]. However, the most popular approach is clearly the use of threshold models [4], [10]–[12]. These methods are based on the idea that, in order to model ordinal classification problems from a regression perspective, one can assume that some underlying real-valued outcomes exist (also known as latent variable), although they are unobservable. Consequently, these methodologies estimate:

- A function \(f(x)\) that tries to predict the nature of those underlying real-valued outcomes.
- A set of bias terms or thresholds \(b = (b_1, b_2, \ldots, b_{K-1}) \in \mathbb{R}^{K-1}\) (where \(K\) is the number of classes in the problem) to represent the intervals in the range of \(f(x)\), where \(b_1 \leq b_2 \leq \ldots \leq b_{K-1}\).

Nowadays, the ensemble paradigm is one of the most actively researched in pattern recognition and machine learning [13]. This methodology imitates human nature to seek several opinions before making a crucial decision [14] and was
proposed as an alternative to the conventional “standalone” methods, which can be suboptimal. The main aspects addressed in ensemble literature are: development of methods for reducing the dependence between classifiers, i.e. maximizing diversity, and development of effective combination rules.

This paper contributes a novel and natural ensemble methodology to tackle ordinal information which could be used with any threshold model as base classifier. More specifically, in this paper kernel discriminant analysis (KDA) [4], [15] and support vector machines (SVM) [16], [17] were used for a first set of experiments, since these can be considered accurate and successful methods when adapted to ordinal regression [18], [19]. Moreover, logistic regression (LR) [2], [20] was considered for a set of large-scale datasets. The main motivation is the development of an ordinal ensemble algorithm which could benefit from the order information of the data to improve the performance of other existing techniques. As many classifiers as the number of classes are trained, and each single model is computed to differentiate each class from the remaining ones taking ordinal ranks into account, i.e. separating each class from the previous and following classes. The ensemble methodology proposed is based on decomposing ordinal regression problems into simpler classification tasks, where the order information is explicitly included. For a $K$-class ordinal regression problem, 2 binary classification problems and $K-2$ ordinal ones (each composed of three classes) are derived, in such a way that the main classification problem is simplified. This procedure can be appreciated in Fig. 1 for a 5-class example. The main hypothesis is that the performance of any ordinal algorithm could be improved by simplifying classification tasks and formulating multiple order hypotheses which will be combined in a final decision function. The proposal can be seen as a reformulation of the one-versus-all idea to tackle ordinal regression. A set of experiments is presented in this paper, which tests and validates this methodology and other nominal and ordinal ones, taking into account 15 datasets with different characteristics. The results suggest that the proposal reaches a competitive performance level and is able to extract better quality classifiers from the order information in the class labels. Finally, a different set of experiments over two large-scale datasets is conducted to analyze the potential scalability and interpretability of the proposed ensemble.

Some advantages and decisions related to the proposal are now discussed. First of all, the choice of threshold models as base classifiers is justified because of their inherent advantage to lend themselves to probabilistic outputs, as these conditional probabilities of class membership are useful for constructing a more robust ensemble methodology. The proposal can be applied to any threshold model (indeed to any algorithm leading to probabilistic outputs), since the main idea is to compute one model to differentiate each class from the rest by taking ordinal ranks into account, and then extracting final output probabilities from the outcomes of each model. In addition, threshold methods depend to a great extent on the bias or threshold computation, which may be a complex handicap when dealing with kernel methods because of their tendency to over-fit. Instead of using crisp values, this study considers probability estimations to relax and alleviate the misclassification error of multiple order hypotheses. On the other hand, selecting the number of classifiers has always been one of the most important and controversial issues in the ensemble paradigm (this value is usually assigned to an odd number in order to avoid draws), but in this case it is very intuitive, as the number of classifiers would be preassigned to the number of classes in the sample. Also, inducing diversity in the classifiers is a crucial ingredient for developing robust ensemble techniques. However, in this case diversity is implicit in the technique, as each computed model will be composed of different data labelling and pattern distributions. Finally, the proposal could also be justified by the low number of ordinal ensemble methods existing in the literature.

The paper is organized as follows: Section II shows a description of the methodologies used for the ensemble; Section III formally presents the proposal of this work; Section IV describes the characteristics of the datasets and the experimental study; Section V analyzes the results obtained; and finally, Section VI outlines some conclusions and future work.

II. PREVIOUS NOTIONS

In this section, the terminology and notation that will be used throughout the entire work is established. The goal in classification is to assign an input vector $x$ to one of $K$ discrete classes $C_k$, where $k \in \{1, \ldots, K\}$. Thus, a formal framework for the ordinal regression problem could be introduced by considering an input space $X \in \mathbb{R}^d$, where $d$ is the data dimensionality. To do so, an outcome space $Y = \{C_1, C_2, \ldots, C_K\}$ is defined, where the labels are ordered due to the data ranking structure ($C_1 < C_2 < \cdots < C_K$, where $\prec$ denotes this order information). Let $N$ be the number of patterns in the sample and $N_k$ the number of samples for the $k$-th class. The objective in this kind of problem is to find a prediction function $f : X \rightarrow Y$ by using an i.i.d. sample $D = \{x_i, y_i\}_{i=1}^N \in X \times Y$.

The ensemble approach here proposed is applied to three well-known techniques: KDA, SVM and LR. Since they have
been reformulated to deal with ordinal regression problems a brief explanation of these methods is included in this section.

A. Kernel discriminant learning

This learning paradigm (KDA) is one of the pioneer and leading techniques in the machine learning area, since it dates back to 1936 and has been widely used as much for supervised dimensionality reduction as for classification [21]. KDA has also been adapted to ordinal classification [4] by imposing a constraint on the projection to be computed, so that it will preserve and take advantage of the ordinal information from different classes. The method is known as kernel discriminant learning for ordinal regression (KDO) [4].

B. Support vector machines

The SVM paradigm [16], [22] is considered the most common kernel learning method for statistical pattern recognition. This study considers two of the most commonly used approaches for solving multiclass problems with SVMs: the one-vs-all formulation and the one-vs-one formulation.

Some works in the SVM literature have been focused on the reformulation of this successful paradigm to tackle ordinal regression problems [17], [23], [24]. All these approaches share one common objective which is the definition of \( K - 1 \) discriminant hyperplanes represented by the vector \( w \) and the scalars bias \( b_1 \leq \ldots \leq b_{K-1} \) in order to properly separate training data into ordered classes by modeling ranks as intervals on the real line.

The proposal of Herbrich [23] derived the well-known SVM methodology for ordinal regression by making use of an independent distribution model and inducing an ordering in the space \( X \) that incurs the smallest number of inversions on pairs \((x_i, x_j)\) of objects, the probability of that incurred inversion being given by a risk function for each pair of ranks.

The main disadvantage of this algorithm is that the problem is formulated as a quadratic function directly depending on the thresholds, \( b_1 \leq 1 \leq b_2 \leq \ldots \leq b_{K-1} \), are not included in the formulation and this omission may result in disordered thresholds at the solution.

A third proposal of SVMs for ordinal regression is presented in the work of Chu and Keerthi [17]. This study also shows two different implementations for the idea. Both approaches guarantee that the thresholds are properly ordered at the optimal solution. The first one only takes into account adjacent ranks for the determination of the thresholds, whereas in the second one, the whole training sample considering all ranks is used for the determination of each threshold, and samples in all the categories are allowed to contribute errors for each hyperplane. This second approach is called support vector ordinal regression with implicit constraints (SVOI).

From another point of view, ordinal regression can be transformed into several binary classification problems; one binary classifier can be derived for each problem, and the output of all classifiers can be combined to obtain a final decision. The strategy is based on simply checking if the rank of a pattern is greater than a given rank \( k \), \( 1 \leq k \leq K - 1 \), which is indeed a binary classification question which is answered by each classifier. This approach is closely related to that proposed in this paper and was first presented in the work of Frank & Hall [3] with C4.5 classification trees as base classifiers. However, SVMs have performed very competitively for binary problems, and a similar proposal was then considered for SVMs in the work of Waegeman & Boullart [7], but introducing specific weights into the different patterns. These weights try to reflect the fact that not all patterns in the “greater than \( k \)” class (for the binary classifier \( k \)) are equally far from \( k \) in the ordinal scale, and they should be treated differently when constructing the classifier (even though they belong to the same class). Both methods will be considered in the experimental section.

C. Logistic regression

In machine learning, LR [20] is a well-known methodology based on a regression analysis for classification problems. This method has been reformulated to deal with ordinal problems giving rise to the proportional odds model (POM) [2]. This model was the first threshold method applied to ordinal regression problems and it is based on a linear projection jointly trained with a set of thresholds by using a similar technique to that considered for nominal LR. Let \( h \) denote an arbitrary monotonic link function. The model:

\[
\logit(P(y \leq C_j | x)) = w^T x - b_j, \quad j = 1, \ldots, K - 1, \tag{1}
\]

links the cumulative probabilities to a linear predictor and imposes an stochastic ordering of the space \( X \), where \( b_j \) is the threshold separating \( C_j \) and \( C_{j+1} \) and \( w \) is a linear projection.

III. Ensemble learning for ordinal regression (ELOR)

In the previous section, three well-known classification methods have been presented: KDA, SVM and LR. These methods share one common and general objective which defines the optimization function: the maximization of the distance between different classes. Therefore, they depend greatly on the number of classes in the sample, hindering the separation between them when this number is high. Because of that, the proposed methodology tries to simplify the task of classification, and thus the optimization process. The proposal is intended to construct an ensemble which performs much simpler classification tasks. In order to do so, different decision models are computed, one for separating each class from the remaining ones (avoiding the problem of a great number of classes and aiming at a more balanced classification).

The main motivation for this work could be found in the sentence of Albert Einstein, “Make everything as simple as possible, but not simpler”, because the original classification
task is simplified, but without forgetting the ordinal ranking information implicit in the data.

Various supervised and disjoint clusters (the term cluster is used to refer to a group of classes) are computed and classified taking into account the natural order of the classes, i.e., a label manipulation procedure is conducted in order to generate multiple hypotheses. In methods that manipulate the target attribute, instead of inducing a single complex classifier, several classifiers are induced with different and usually simpler representations of the target attribute [14]. One example of this is the one-versus-all methodology [25] (previously introduced for SVMs), where a $K$ class classification problem is transformed into $K$ binary classification ones. The one-vs-all paradigm seeks the $i$-th decision function $f_i(x)$ that separates $i$-th class from the previous and the following ones, in such a way that the order among the classes is maintained in the following way:

\[ f_i(x) \begin{cases} > 0 & \text{if } x \text{ belongs to class } i \in \{1, \ldots, K\} \\ < 0 & \text{if } x \text{ belongs to one of the remaining classes} \end{cases} \]

Therefore, $f_i$ is used as a membership function for choosing the $i$-th class.

In ordinal regression, one-vs-all approach would not compute a fair classification, as the implicit order information would be ignored. For example, for a 5-class problem, $f_2$ will try to distinguish between class 4 and classes $\{2, 3, 5\}$. As class 5 is supposed to be closer to class 4 than to classes $\{1, 2, 3\}$, it might be difficult to separate it from class 4. The proposal tries to separate one class from the previous and the following ones, in such a way that the order among the classes is taken into account (see Fig. 1).

Furthermore, there exists another main issue apart from the exploitation of ordinal ranks by simplifying the classification task. It is well-known that the possible ways of combining the outputs of different classifiers in an ensemble depends on what information is obtained from individual members. When dealing with classification algorithms, the most common output for a learning procedure is the label predicted. However, in some cases, there is other information directly extractable from the classifier which may be helpful for improving classification performance, such as predicted probabilities. Threshold methods present the problem of threshold computation which may often be a complex but important issue, as probabilities, the ensemble could be used with any threshold method. As when using threshold models it is possible to estimate $K$ sets of probability, the first hypothesis is that the true values of $P(C_i|x, D)$, i.e., the posterior probability, are the ones most agreed upon by the ensemble.

Although many types of uncertainty exist, probabilistic models fit surprisingly well in most pattern recognition problems [13]. Because of that, this paper tries to construct a classifier by only taking estimated probabilistic information into account. For each pattern and decision maker $i$, the probability of belonging to class $i$ will be calculated, along with the probability of belonging to the previous classes and the probability of belonging to the following ones. Then, a methodology for joining all the probabilities is proposed. For that, there are several issues to be addressed:

1) Distributing the probabilities within the cluster: when the specific model for separating class $i$-th from the rest is computed, three (or two) different supervised clusters are formed, one for the classes whose class target is less than $i$, one for class $i$ and one for the classes whose class target is greater than $i$. These projections can be used to approximate the probability of belonging to a specific cluster (by using equations (2) and (3) of the next subsection), where one or more classes are represented. This probability has to be distributed among the different classes included in the cluster to obtain a $K$-class probability distribution for each decision maker.

2) Combining the probabilities: as in any ensemble, a way has to be selected to combine the decisions of all...
classifiers (average, product, majority voting, etc).

3) Weighting more prominent classes: after distributing the probabilities, there are classes that are more prominent (for example extreme classes, which appear isolated in two of the projections, see Fig. 1). If a weighting method is not applied, all the patterns will be more likely to be classified in these classes.

A. Obtaining probability outputs

An important advantage of threshold methods [4], [10] over other algorithms is that their outputs can be easily transformed into conditional probabilities by analysing projected patterns and the corresponding thresholds. This is due to the fact that, in high-dimensional feature space, the histogram of each class projected by the discriminant function can be closely approximated by a given distribution. For example, given a pattern \( x \) and a decision maker \( D_i \) the probability that \( x \) belongs to cluster \( C_j \) can be estimated using:

- The probit function, which computes a normal cumulative distribution:
  \[
P(C_j|x, D_i) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{t} e^{-\frac{1}{2} \left( \frac{t-\mu}{\sigma} \right)^2} dt, \quad \text{(2)}
\]
- or the logit function, which computes the standard logistic sigmoid:
  \[
P(C_j|x, D_i) = \frac{1}{1 + e^{-t}}, \quad \text{(3)}
\]
  where \( i \in \{1, \ldots, K\} \), \( j = 1 \) or \( j \in \{1, 2\} \), \( t = w_i^T x - b_{ij} \) is the projected pattern, \( w_i^T \) is the \( i \)-th transposed projection vector, \( b_{ij} \) is the corresponding bias for cluster \( j \), and the assumption of \( \mu = 0 \) and \( \sigma = 1 \) is made. Conditional probabilities can be useful, for instance, in applications where the output of a classifier needs to be combined with other information, and it is not only the class assignment that is interesting, but also its probability. Additionally, these probabilities allow us to combine the outputs of \( K \) classifiers.

In this work, the probit function has been used for estimating the probabilities in the case of the KDA methodologies, since these methods assume an unimodal normal distribution on the data. For LR methods, the logit function was used. On the other hand, as there is no guideline about which method should be used with nonparametric methods, such as SVMs, the logit function has been considered, which has been proved to show good results with this technique [26], [27].

B. Distributing the probabilities within the cluster

If the probability that a pattern belongs to a specific cluster is determined by a decision maker \( D_i \), then when the cluster \( C_j \) has only one class, the probability is directly defined but, if there are multiple classes, this probability should be distributed among the classes included in it (as can be seen in Fig. 2). One first idea could be simply to ignore all the clusters with more than one class and make use of the independent membership values of the \( i \)-th single class of each decision maker (after applying the transformations proposed in the previous subsection), in such a way that a vector of decision values \( V = \{ P(C_1|x, D_i), P(C_2|x, D_i), \ldots, P(C_K|x, D_i) \} \) is computed and the final prediction would be the index of the maximum value of it. Throughout this work, this methodology is referred to as simple ensemble learning for ordinal regression (SELR) and has a significant disadvantage: the whole set of probabilities is not being considered.

More complex responses can be obtained if clusters with multiple classes are considered and the corresponding probability is distributed among these classes. One possible way of distributing these probabilities is the following:

\[
P(C_k|x, D_i) = P(C_{ij}|x, D_i) \cdot \gamma_{ik}, \quad \forall (C_k \in C_{ij}), \quad \text{(4)}
\]

with \( k \in \{1, \ldots, K\} \), \( j \in \{1, 2, 3\} \) or \( j = \{1, 2\} \), and taking into account that \( \gamma_{ik} = 1 \) when \( |C_{ij}| = 1 \).

This \( \gamma_{ik} \) weighting parameter could be chosen in many different ways:

1) Equally distributed probabilities: The probability of belonging to class \( C_k \) for a specific decision maker \( D_i \) (where \( k \in \{1, \ldots, K\} \)) is the probability of belonging to the cluster \( C_{ij} \) (taking into account that the patterns \( X_k \) associated to \( C_k \) belongs to cluster \( C_{ij} \) divided by the number of different class targets involved in the cluster, in this case:

\[
\gamma_{ik} = \frac{1}{|C_{ij}|}, \quad \forall (C_k \in C_{ij}).
\]

For the sake of simplicity, this will be the method considered for all the experiments in this paper.

2) Distribution according to the number of patterns in each class: The probability of belonging to class \( C_k \) for a decision maker \( D_i \) would be the probability of belonging to cluster \( C_{ij} \) multiplied by the number of patterns in class \( C_k \) with respect to the total involved in the cluster,
then:
\[
\gamma_i = \frac{\sum_{n=1}^{N} I(y_n = C_k)}{\sum_{n=1}^{N} I(y_n \in C_{ij})}, \quad \forall (C_k \in C_{ij}),
\]
where \( I(\cdot) \) is defined as the indicator function.

3) Distribution according to the inverse of the number of patterns of each class: The probability of belonging to class \( C_k \) for a decision maker \( D_i \) would be, as before, the probability of belonging to cluster \( C_{ij} \) multiplied by the inverse of the number of patterns in class \( C_k \) with respect to the total involved in the cluster, thus:
\[
\gamma_{ki} = 1 - \frac{\sum_{n=1}^{N} I(y_n = C_k)}{\sum_{n=1}^{N} I(y_n \in C_{ij})}, \quad \forall (C_k \in C_{ij}).
\]

This alternative method could be considered for those unbalanced datasets where there is a special interest in classifying minority classes. Note that the parameter \( \gamma_{ki} \) is calculated taking into account only training data.

C. Fusion of probabilities

After applying the method in the above subsection, a matrix \( P = \{P_1, \ldots, P_K\} \) of probabilities is obtained, where \( P_{i,j} = p_{i|j} = P(C_j|x, D_i) \), satisfying that \( \sum_{j=1}^{K} p_{i|j} = 1 \). Now, all the columns of this matrix are combined to obtain a final decision vector. A “nontrainable” combiner [13] is considered, i.e. no additional parameters will be tuned, so the ensemble will be ready for classification as soon as the base classifiers are trained. The membership for the \( j \)-th class is calculated using the \( j \)-th column of the matrix:
\[
\mu_j(x) = \langle \delta [p_{1|j}(x), \ldots, p_{K|j}(x)], \rangle \text{, where } \delta \text{ is defined as a combination function.}
\]
The most commonly used choices for this function are the simple mean:
\[
\mu_j(x) = \frac{1}{K} \sum_{i=1}^{K} p_{i|j}(x), \quad (5)
\]
and the product:
\[
\mu_j(x) = \prod_{i=1}^{K} p_{i|j}(x). \quad (6)
\]

A theoretical framework is offered for the average and product combiners in [28] based on the Kullback-Leibler divergence, which measures the distance between two probability distributions. These combiners are the two most studied [29], but there is no guideline as to which one is better for a specific problem. In general, the average might be less accurate than the product for some problems, but it is more stable since a small change in a probability makes a bigger impact on the product than on the average.

D. Weighting more prominent classes

The distribution of probabilities considered in subsection III-B makes some classes receive more attention: for example, in Fig. 1, classes \( C_1 \) and \( C_3 \) appear isolated in the projections more often than classes \( C_2, C_4 \) and \( C_5 \), their computed probability being higher (a priori) than that of the other classes. Therefore, a weighting method is used in such a way that:
\[
P'(C_i|x, D) = \frac{P(C_i|x, D)}{\sum_{j=1}^{K} \gamma_{ij}}. \quad (7)
\]

E. Further considerations

In order to clarify all the concepts in previous subsections, a summary of the approach in this work is given in Fig. 3.

Pseudocode for the ordinal ensemble proposed

- **Input:** training inputs \((x_{Ti})\), training targets \((t_{Ti})\), test inputs \((x_{Tt})\).
- **Output:** test predicted targets \((t_{Tt})\).

for \( i = 1 \) to \( K \)
  1. Compute the clusters \( G_i \) from \( x_{Ti} \) and \( t_{Ti} \), where \( G_i = \{X_{(j|j<i)}, \ldots, X_{(j|j=1)}\} \).
  2. Train decision maker \( D_i \) for \( G_i \):
     - optimal projection \( w_i \) and thresholds \( (b_i) \) using either the binary or ordinal algorithm.
  3. Project test data.
  4. Compute test probabilities of belonging to each cluster.
  5. Distribute clustered test probabilities among the classes for obtaining \( P \), equation (4).
end for

Apply the defined \( \delta \) function to the matrix \( P \), equations (5) or (6).

Weight each column of \( P \) by using \( \gamma_{ij} \) values \((P')\), equation (7).

Assign \( t_{Tt} \) choosing the index of maximum value of each column in the decision vector \( P' \).

Concerning time complexity, the proposed ensemble will be obviously more time consuming than the base classifier, since it will compute \( K \) different models instead of one. However, the models computed will be simpler than the original ones, as the classification problem joins neighbor classes.

IV. Experiments

Several benchmark datasets with different characteristics have been tested in order to validate the methodology proposed. Table I shows the characteristics of these datasets, where the number of patterns, attributes, classes and the class distribution (number of patterns per class) can be seen. These publicly available real ordinal classification datasets were extracted from benchmark repositories (UCI [30] and mldata.org [31], [32]). Also, some of the ordinal regression benchmark datasets (pyrim, machine, housing and abalone) provided by Chu et. al [12] were considered since they are widely used in the ordinal regression literature [4], [17]. These datasets do not originally represent ordinal classification tasks but regression ones. To turn regression into ordinal classification, the target variable is discretized into \( K \) different bins (representing classes, in this case \( K \) was assigned to 5
and nominal methods, such as:

- Ensemble learning for ordinal regression using product combiner with SVM and KDA (EPS and EPK).
- Ensemble learning for ordinal regression using average combiner with SVM and KDA (EAS and EAK).
- Simple ensemble learning for ordinal regression with SVM and KDA (SS and SK).

These results have been compared with other state-of-the-art ordinal and nominal methods, such as:

1) **Ordinal methods:**
   - Kernel discriminant learning for ordinal regression (KDO) [4] and support vector ordinal regression with implicit constraints (SVOI) [17], methods used as base classifiers in the ensemble proposals.
   - Ordinal class classifier using the C4.5 as base classifier (OCC) [3] and ordinal class classifier with specific ordinal weights (OCCW) and SVM [7], both discussed in Section II-B since they are closely related to the proposal.
   - Extreme learning machine for ordinal regression (ELOR) [33] because the Extreme Learning Machine paradigm has demonstrated good scalability and generalization performance with a faster learning speed when compared to SVM [34].
   - The POM algorithm [2] introduced in Section II-C.

2) **Nominal methods:**
   - SVM classifier with one-vs-one methodology (SVM1) [35], and one-vs-all formulation (SVMA) [35]. These are the two main approaches for dealing with multiclass problems when using binary classifiers. Both are closely related to the proposal and it seems necessary to verify if they yield similar performances.
   - SVM classifier using a probabilistic reformulation of the one-vs-all paradigm (SVMPA). In this case, the one-vs-all approach is reformulated to estimate probabilities, just like the proposal in this work. That is, after performing each binary classification, the probabilities for each hypothesis are calculated and later combined by using a combination function (the product, as it has been the one presenting the best results in this experimental section). The purpose of this comparison is to check if the possible improvement of the ELOR method compared to the standard 1VsAll approach is due to the probabilistic component of the proposal. Equally distributed probabilities are considered and a weighting probability method is not necessary, because all the classes receive the same attention.
   - AdaBoostM1 using C4.5 as base classifier (AdaB.). This ensemble classifier is one of the most widely used in the machine learning literature, given its proven performance.

KDO and the proposed ensemble variants were implemented using Matlab, as well as the POM model available through the mnrfit function. The authors of SVOI provide a publicly available software, which was considered both for the standalone version and the proposed ensemble version. The well-known libsvm implementation was considered for all the different versions of the SVM ensembles and for OCCW. The Matlab code for ELM was adapted to implement ELOR. Finally, the Weka machine learning framework provided the implementations for OCC and AdaB.

### B. Evaluated measures

Several measures can be considered for evaluating ordinal classifiers. The most common ones in machine learning are the mean absolute error (MAE) and the mean zero-one error (MZE) [4], [17], [18], being $MZE = 1 - Acc$, where $Acc$ is the accuracy or correct classification rate. However, as previously said, these measures are not the best option, for example, when measuring performance in the presence of class imbalances [37] and/or when the costs of different errors vary markedly. Because of that, this work makes use of different kind of measures to evaluate classifier performance.

The mean absolute error (MAE) is the average deviation in absolute value of the predicted class from the true class [37]:

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |e(x_i)| = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|$$

where $e(x_i) = |y_i - \hat{y}_i|$ is the distance between the true and the predicted ranks ($r(y_i)$ being the rank for a given target $y$), and, then, $MAE$ values range from 0 to $K - 1$ (maximum deviation in number of ranks between two labels).

The average mean absolute error (AMAE) is the mean of the MAE across classes [37]:

$$AMAE = \frac{1}{K} \sum_{k=1}^{K} MAE_k = \frac{1}{K} \sum_{k=1}^{K} \frac{1}{N_k} \sum_{i=1}^{N_k} |y_i - \hat{y}_i|$$

where $AMAE$ values range from 0 to $K - 1$.

The maximum mean absolute error (MMAE) for all the classes is the $MAE$ value considering only the patterns from

1http://www.gatsby.ucl.ac.uk/~chuwei/svor.htm
2http://www.csie.ntu.edu.tw/~cjlin/libsvm/
3http://www.ntu.edu.sg/home/ebhuang/
4http://www.cs.waikato.ac.nz/ml/weka/
the class with the greatest distance between true labels and predicted ones: \( \text{MMAE} = \max \{ \text{MAE}_k; k \in \{1, \ldots, K\} \} \), where \( \text{MAE}_k \) is the MAE value considering only the patterns from the \( k \)-th class and \( N_k \) is the number of pattern in this class. \( \text{MMAE} \) values range from 0 to \( K-1 \). This measure was recently proposed [38] and its advantage is that a low \( \text{MMAE} \) represents a low error for all independently considered classes.

The Kendall’s \( \tau_b \) is a statistic used to measure the association between two measured quantities. Specifically, it is a measure of rank correlation: \( \tau_b = \frac{\sum_i c_{ij} \times c_{ij}^*}{\sqrt{\sum_i c_{ij}^2 \sum_i c_{ij}^*}} \), \( i \in \{1, \ldots, N\}, j \in \{1, \ldots, N\} \), where \( c_{ij}^* \) is +1 if \( y_i^* \) is greater than (in the ordinal scale) \( y_j^* \), 0 if \( y_i^* \) and \( y_j^* \) are the same, and \(-1\) if \( y_i^* \) is lower than \( y_j^* \), and the same for \( c_{ij} \), \( \tau_b \) values range from \(-1\) (maximum disagreement between prediction and true label), to 0 (no correlation between them) and to 1 (maximum agreement). One important advantage of this correlation index is that it makes no assumption about the scale of the ranks.

The weighted Kappa (\( \text{WK} \)) is a modified version of the Kappa statistic to allow different weights to different levels of aggregation between two variables: \( \text{WK} = \frac{1 - \frac{1}{K} \sum_{i=1}^{K} \sum_{j=1}^{K} w_{ij} n_{ij} - \frac{1}{K} \sum_{i=1}^{K} \sum_{j=1}^{K} w_{ij} n_{ij} \left( n_{ij} + 1 \right) \}}{\left( n_{ij} + 1 \right) - \frac{1}{K} \sum_{i=1}^{K} \sum_{j=1}^{K} w_{ij} n_{ij} \left( n_{ij} + 1 \right) \}} \), where \( n_{ij} \) is the number of times the patterns are predicted by the classifier to be in class \( j \) when they really are in class \( i \), \( n_{ij} = \sum_{k=1}^{K} n_{ik} \) and \( n_{ij} = \sum_{k=1}^{K} n_{kj} \) for \( i, j \in \{1, \ldots, K\} \). The weight \( w_{ij} = \left| i - j \right| \) quantifies the degree of discrepancy between true \( (y_i) \) and predicted \( (y_j^*) \) categories, and \( \text{WK} \) range from \(-1\) to \( 1\).

In this sense, different character measures are used. Firstly, the Acc measure, the most common for classification, reports, in terms of a ratio, how well the classifier works without making any distinction between the classes in the problem. Secondly, the standard MAE measure, well-known for ordinal regression problems, considers different misclassification errors. Also, two novel measures are used in order to prove whether the proposal achieves more balanced predictions when the number of patterns is very different for each class. The \( \text{AMAE} \) metric reports how well all the classes are classified and the \( \text{MMAE} \) gives information about the worst classified class. Finally, two different statistics are considered, in order to measure the association between prediction and true labelling.

C. Evaluation and model selection

Regarding the experimental setup, a holdout stratified technique was applied to divide the datasets 30 times, using 75% of the patterns for training and the remaining 25% for testing. For the regression datasets provided by Chu et. al [12] (pyrimid, machine, housing and abalone), the number of random splits was 20 and the number of training and test patterns are the same as those presented in the corresponding works [12], [17]. The partitions were the same for all methods compared and one model was obtained and evaluated (in the test set), for each split. Finally, the results are taken as the mean and standard deviation of the measures over the 30 test sets.

The parameters of each algorithm are chosen using a nested validation with each of the training sets (\( k \)-fold method with \( k = 5 \)) and the cross-validation criteria is the MAE since it can be considered the most common one in ordinal regression. The kernel selected for all the algorithms is the Gaussian one, \( K(x, y) = \exp \left( -\frac{|x - y|^2}{\sigma^2} \right) \) where \( \sigma \) is the standard deviation.

For every tested kernel method (KDA and SVM methods), the kernel width was selected within these values \( \{10^{-3}, 10^{-2}, \ldots, 10^3\} \), as the cost parameter associated with SVM methods. The parameter \( u \) for avoiding singularity (for the methods based on KDA) was selected within \( \{10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}\} \), and the \( C \) parameter for the KDO was selected within the following ones \( \{10^{-1}, 10^0, 10^1\} \).

D. Results

This section presents three different types of experiments. Firstly, a synthetic dataset is designed in order to show the advantages of the proposal graphically when comparing it with the one-vs-all standard formulation. Secondly, the results obtained are compared for the 15 datasets previously presented, with the 6 ensemble methodologies proposed and 10 state-of-the-art algorithms, using a set of 6 different selected measures. Finally, a different set of experiments with large-scale ordinal datasets is performed to analyze the potential scalability and interpretability of the proposed method.

1) Graphical representation of the proposal: In this subsection, a new synthetic dataset has been designed in order to show the main differences and advantages when comparing the ordinal version of the algorithms and the one-vs-all standard proposal. The graphical representation of the dataset can be seen in Figures 4 and 5.

Figure 4 shows the ordinal projection computed and the projected patterns for the dataset. Linear discriminant analysis for ordinal regression has been used for this (without using the kernel trick) to allow the representation of the results, due to the fact that the kernel trick would classify the dataset structure perfectly. Taking into account the final projection, it can be observed that classes 2, 3 and 4 are not very well-classified since they present some overlapping on the projection.

On the other hand, Figure 5 shows various projections computed and the patterns projected by the proposed procedure and the one-vs-all paradigm (also using linear discriminant analysis). The computed projections for the first and last classes
achieves better results than the initial algorithms. Specifically, it can be seen that the best results or the second best results for almost all the metrics tested are achieved by applying the EPS proposal. The complete tables of results showing the means and standard deviations for all benchmark datasets and metrics are not included in this work for the sake of simplicity and readability, but they can be found on a public webpage\(^1\).

To quantify whether a statistical difference exists among the algorithms compared in Table II, a procedure is employed to compare multiple classifiers in multiple datasets [39]. First of all, a Friedman’s non-parametric test with a significance level of \(\alpha = 0.05\) has been carried out to determine the statistical significance of the differences in the mean ranking results for each measure selected. The test rejected the null-hypothesis that all algorithms perform similarly when \(\alpha = 0.05\) for all the selected metrics, stating then that the differences in mean rankings of \(\text{Acc}, \text{MAE}, \text{AMAE}, \text{MMAE}\), Kendall’s \(\tau_b\) and \(W_k\) are statistically significant. Specifically, the confidence interval for this number of datasets and algorithms is \(C_0 = (0, F_{(\alpha=0.05)} = 2.10)\), and the corresponding F-value for each metric was \(7.95 \notin C_0, 9.30 \notin C_0, 7.65 \notin C_0, 2.47 \notin C_0, 8.11 \notin C_0\) and \(10.22 \notin C_0\) for \(\text{Acc}, \text{MAE}, \text{AMAE}, \text{MMAE}\), Kendall’s \(\tau_b\) and \(W_k\), respectively.

On the basis of this rejection, the Nemenyi post-hoc test is used to compare all classifiers to one another. This test considers that the performance of any two classifiers is deemed significantly different if their mean ranks differ by at least the critical difference (CD), which depends on the number of datasets and methods. 5% significance confidence was considered (\(\alpha = 0.05\)) to obtain this CD and the results can be observed in Figure 6, which shows CD diagrams as proposed in [39]. Each method is represented as a point on a ranking scale, corresponding to its mean ranking performance. Red lines group algorithms for which statistically significant, different mean ranking performance can not be assessed.

From the results of the statistical tests and from the tables, several conclusions can be drawn: firstly, one could notice by analysing mean rankings that the techniques based on SVMs present a clearly better performance than the ones based on KDA, and the ensemble procedure based on SVM usually outperforms the results obtained by the ensemble based on KDA, independently of the combiner or metric.

\(^1\text{http://www.uco.es/areyna/es/elor2013}\)

**Fig. 5. Graphical representation of the different projections computed for the synthetic dataset using linear discriminant analysis: a) Projections computed by the one-vs-all formulation. b) Projections computed by the ordinal ensemble methodology proposed.**

<table>
<thead>
<tr>
<th>Measure</th>
<th>KMJ</th>
<th>EPK</th>
<th>T(\alpha)K</th>
<th>SN</th>
<th>XIV</th>
<th>EPS</th>
<th>EAS</th>
<th>SN</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{Acc})</td>
<td>6.75</td>
<td>3.87</td>
<td>4.80</td>
<td>5.74</td>
<td>3.87</td>
<td>2.07</td>
<td>3.50</td>
<td>5.40</td>
</tr>
<tr>
<td>(\text{MAE})</td>
<td>6.27</td>
<td>4.70</td>
<td>4.60</td>
<td>6.67</td>
<td>3.30</td>
<td>2.67</td>
<td>2.60</td>
<td>5.20</td>
</tr>
<tr>
<td>(\text{AMAE})</td>
<td>6.27</td>
<td>4.70</td>
<td>4.37</td>
<td>6.27</td>
<td>3.06</td>
<td>2.53</td>
<td>3.33</td>
<td>5.53</td>
</tr>
<tr>
<td>(\text{MMAE})</td>
<td>5.27</td>
<td>4.83</td>
<td>3.70</td>
<td>5.67</td>
<td>3.53</td>
<td>3.40</td>
<td>4.00</td>
<td>5.60</td>
</tr>
<tr>
<td>(\tau_b)</td>
<td>5.47</td>
<td>3.97</td>
<td>4.57</td>
<td>7.00</td>
<td>3.27</td>
<td>2.87</td>
<td>3.07</td>
<td>5.80</td>
</tr>
<tr>
<td>(W_k)</td>
<td>5.73</td>
<td>3.57</td>
<td>5.23</td>
<td>6.87</td>
<td>3.47</td>
<td>2.90</td>
<td>3.60</td>
<td>5.53</td>
</tr>
<tr>
<td>Average</td>
<td>3.96</td>
<td>4.27</td>
<td>4.04</td>
<td>6.31</td>
<td>3.41</td>
<td>2.69</td>
<td>3.35</td>
<td>5.51</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>KMJ</td>
<td>(\text{MAE})</td>
</tr>
<tr>
<td>EPK</td>
<td>(\text{AMAE})</td>
</tr>
<tr>
<td>(\text{T(\alpha)K})</td>
<td>(\text{MMAE})</td>
</tr>
<tr>
<td>SN</td>
<td>(\text{Acc})</td>
</tr>
<tr>
<td>XIV</td>
<td>(\tau_b)</td>
</tr>
<tr>
<td>EPS</td>
<td>(W_k)</td>
</tr>
<tr>
<td>EAS</td>
<td>Average</td>
</tr>
</tbody>
</table>

**TABLE II**

Mean rankings of the 15 datasets considered for the ensemble methodologies proposed and the base algorithms used.
used. Secondly, no significant differences can be observed by analysing different probability combiners, although the great majority of the results show better performance using the product combiner. Also, the methodology SELOR (SK and SS) can not be considered to be a good approach since its performance is worse than that of the base algorithms in many cases. Thus, it has been shown that considering all the probability information, performance can be significantly improved. Last but not least, the ensemble procedure seems to be a good approach to tackle ordinal regression since it leads to an improvement in the results obtained by several classifiers and Wₖ are statistically significant. Specifically, the confidence interval for this number of datasets and algorithms is 

\( C₀ = (0, F(α=0.05) = 2.02) \), and the corresponding F-value for each metric was 12.33 ∈ C₀, 9.52 ∈ C₀, 7.08 ∈ C₀, 6.91 ∈ C₀, 11.24 ∈ C₀, and 11.63 ∈ C₀ for Acc, MAE, AMAE, MMEA, Kendall’s τ₀, and Wₖ, respectively.

It is well-known that the Nemenyi approach comparing all classifiers to one another in a post-hoc test is not as sensitive as the approach comparing all classifiers to a given classifier (known as a control method) [39]. The Holm test performs this latter type of comparison, only considering the comparison between the control method and all the alternatives, and sequentially testing the hypotheses ranked by their significance. The ordered p-values will be denoted by \( p₁ ≤ p₂ ≤ \ldots ≤ pₖ₋₁ \), where \( k \) is the number of comparisons made. This step-down procedure compares \( p_i \) with a corrected version of the level of significance \( α/(k−1) \), starting with the most significant p-value (\( p₁ \)). If \( p_i \) is below the corrected \( α \), the null hypothesis is rejected and the next comparison is performed. When a certain null hypothesis cannot be rejected, all the remaining ones are also retained. The results of this test (corrected \( α \) values and p-values) for all the measures are included in Table IV, where EPS is used as the control method.

This table shows that the EPS presents statistically significant differences for \( α = 0.05 \) for almost all measures with respect to almost all methods, except for SVM1 (when using Acc) and OCW (when using some of the metrics). No statistically significant differences could be assessed when comparing EPS to SVM1 for Acc, which is, in fact, a nominal method not designed to deal with ordinal problems. Furthermore, it can be seen that the proposal presents significant statistical differences for \( α = 0.05 \) and the MMEA metric with respect to the OCW methodology, which could be considered the procedure most similar to the one designed in this work, and that the differences for AMAE and \( Wₖ \) are also significant for \( α = 0.10 \). In any case, it is important to remember that the mean rankings are always the best for EPS.

From these results, several conclusions can be drawn: firstly, as said before, it has been proven that an ordinal regression point of view is needed when dealing with some given order among categories, because, although a nominal algorithm may perform well when taking into account, for example, the

![Fig. 6. Results and ranking of the Nemenyi statistical test for proposals and base methods.](image)

TABLE III

<table>
<thead>
<tr>
<th>Measure</th>
<th>EPS</th>
<th>OCW</th>
<th>OCC</th>
<th>BLMME</th>
<th>PDM</th>
<th>SVM</th>
<th>SVM</th>
<th>SVM</th>
<th>Adal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc</td>
<td>2.05</td>
<td>2.60</td>
<td>6.67</td>
<td>5.20</td>
<td>6.23</td>
<td>3.50</td>
<td>5.40</td>
<td>7.43</td>
<td>5.93</td>
</tr>
<tr>
<td>MAE</td>
<td>1.63</td>
<td>3.07</td>
<td>6.10</td>
<td>4.67</td>
<td>5.91</td>
<td>4.57</td>
<td>6.00</td>
<td>7.30</td>
<td>5.73</td>
</tr>
<tr>
<td>AMAE</td>
<td>1.67</td>
<td>3.60</td>
<td>6.20</td>
<td>4.80</td>
<td>5.40</td>
<td>4.70</td>
<td>5.90</td>
<td>7.00</td>
<td>5.74</td>
</tr>
<tr>
<td>MMEA</td>
<td>1.67</td>
<td>4.00</td>
<td>6.27</td>
<td>4.27</td>
<td>4.93</td>
<td>5.27</td>
<td>6.13</td>
<td>7.00</td>
<td>5.47</td>
</tr>
<tr>
<td>τ₀</td>
<td>1.60</td>
<td>2.87</td>
<td>6.60</td>
<td>4.73</td>
<td>5.20</td>
<td>4.53</td>
<td>6.00</td>
<td>7.33</td>
<td>6.13</td>
</tr>
<tr>
<td>Wₖ</td>
<td>1.40</td>
<td>3.07</td>
<td>6.73</td>
<td>5.27</td>
<td>4.27</td>
<td>4.73</td>
<td>5.73</td>
<td>7.33</td>
<td>5.93</td>
</tr>
<tr>
<td>Average</td>
<td>1.67</td>
<td>3.20</td>
<td>6.41</td>
<td>4.92</td>
<td>5.49</td>
<td>4.47</td>
<td>5.86</td>
<td>7.24</td>
<td>5.82</td>
</tr>
</tbody>
</table>
measure of accuracy, it may fail when taking into account other ordinal measures. Secondly, as statistically significant differences exist for all the metrics selected when taking into account the different one-vs-all proposals (the nominal proposal for reformulating the SVM paradigm and the proposal in this work), ELOR seems to present clear advantages over the one-vs-all nominal paradigm, when tackling ordinal classification. Finally, it can be concluded that the combination of single classifiers, aiming at a more accurate classification decision at the expense of increased complexity, seems to be a good idea in this case, since it improves the performance of other state-of-the-art methodologies significantly.

3) Large-scale datasets and interpretability: Once the performance of the proposed method has been extensively validated making statistical comparisons to other state-of-the-art methodologies for different measures and datasets, there are some unanswered issues such as the scalability of the algorithm or its possible interpretability, which is the main aim of this subsection. However, these issues are more related to the choice of the base algorithm for the ensemble because it will obviously determine if the algorithm could be used with large-scale datasets or for model interpretability purposes. The complexity of the kernel methods previously used as base methodologies for the ensemble depend directly on the number of training patterns [4] and their interpretability is difficult. Because of this reason, a simpler and more interpretable method is used for the following experiments. This method does not present parameters to optimize and it is also designed for ordinal regression. It is a linear model, leading generally to a lower performance (see Table III of this paper or other studies in the ordinal classification literature [18], [19]). However, it provides us with a probabilistic output, a simpler model and a better interpretability. The method used is the POM algorithm [2] which was used for comparison purposes in the previous experimental subsection. Moreover, standard binary LR is used for the binary decompositions.

This methodology, can be considered as interpretable in the sense that it could give us clues about the importance of each attribute for modelling the dependent variable.

For the experiments, two real ordinal datasets have been used. First, the Happiness dataset was extracted from the “European Social Survey”© considering year 2010 and 26 countries. It represents the complex problem of predicting the individual happiness by using certain characteristics, beliefs and life circumstances in a Likert scale (examples of some input variables are: the health of the person, if he or she has anyone to discuss personal matters, whether he or she takes part in social activities, etc). We selected 13 attributes and considered 5 classes. The dataset was composed of 41472 instances (missing values were removed for simplicity). For more information of this dataset see the webpage associated to this paper. Secondly, the SpanishFleet dataset was obtained from the “Fleet Register On the Net” considering year 2012 and the whole Spanish fleet to predict the commitment to sustainability of the Spanish vessels, using a categorization of the overexploitation of the gears employed provided by the Food and Agriculture Organization of the United Nations. This dataset was composed of 10460 instances, 6 attributes and 10 classes. For more information of this dataset see [40].

Concerning the experiments on these datasets, the same aforementioned experimental design was used (i.e., 30 random repetitions of a stratified holdout, with 75% for training and 25% for the test set). To analyze the scalability of the algorithms, the complete time in seconds for executing each algorithm is also included in the results (note that the same machine architecture was used). The methods tested are: 1) the POM algorithm (which was previously presented) 2) ordinal class classifier using POM as base classifier (OCCP) and 3) ensemble learning for ordinal regression using product combiner and the POM algorithm as base classifier (EPP). We considered OCCP because it is a decomposition method which can be said to follow the same philosophy of EPP but using binary classifiers.

The results of these experiments can be seen in Table V. From these results, it can be seen that the proposed method outperforms in all the metrics the base classifier and, in most of the cases, the ordinal binary decomposition method (OCCP), thus providing more robust results. Furthermore, although both classification problems are complex because of the variable to predict, the obtained results are very promising (e.g., in MAE and AMAE). With regard to the execution time, the computational complexity of the methodology is affordable, even for large-scale problems. Furthermore, as it can be seen in the experiments (comparing the time obtained in both datasets), the time complexity of the algorithm depends to a greater extent on the number of classes (because it determines the number of decompositions to perform) rather than on the number of samples.

Concerning interpretability, the decomposition proposed provides us with additional information in the sense that one model for differentiating each class from the previous and following classes is computed. Therefore, instead of being pro-

### Table IV


<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SVMPA</td>
<td>0.0004</td>
<td>0.0125</td>
<td>0.0000a</td>
<td>p1</td>
<td>0.0500</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCCP</td>
<td>0.0071</td>
<td>0.0143</td>
<td>0.0004a</td>
<td>p2</td>
<td>0.0000</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCCP</td>
<td>0.0083</td>
<td>0.0167</td>
<td>0.0000a</td>
<td>p4</td>
<td>0.0000</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCCP</td>
<td>0.0100</td>
<td>0.0200</td>
<td>0.0001a</td>
<td>p5</td>
<td>0.0000</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCCP</td>
<td>0.0125</td>
<td>0.0250</td>
<td>0.0000a</td>
<td>p6</td>
<td>0.0000</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCCP</td>
<td>0.0167</td>
<td>0.0333</td>
<td>0.0001a</td>
<td>p7</td>
<td>0.0000</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM1</td>
<td>0.0250</td>
<td>0.0500</td>
<td>0.0004a</td>
<td>p8</td>
<td>0.0000</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OCCW</td>
<td>0.0500</td>
<td>0.1000</td>
<td>0.0000a</td>
<td>p9</td>
<td>0.0000</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td>0.0000a</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

• Statistical difference with α = 0.10

*http://ess.nsd.uib.no/*
vided with a model for tackling the whole learning problem, we obtain a model for discriminating each class and we could analyze independently the variables most determining.

To better visualize the interpretability of the model, let us analyze an example with the Happiness dataset. The best model (in this case the one performing better in terms of MAE for EPP) has been selected for the analysis. This model can be seen in Table VI. Note that both $D_1$ and $D_3$ are binary classifiers with a single threshold. The most important variables for modelling the labelling are the ones with higher $|w_i|$ value, for example, it can be seen that $x_4$ (satisfaction with present state of economy in country) presents a high impact on the variable to predict and so do $x_{10}$ (the subjective health of the person). One should note that although the sign of $w_i$ could also be used for an interpretability analysis, it could depend on the variable coding (in the case of the subjective health the variable is encoded from very good health to very bad health, thus this variable is negatively correlated with the label). Furthermore, it can be seen that variables important for different models are not so determining for others (analyze the case of $x_1$, $x_2$ or $x_3$). Besides, as part of the model analysis, it can be said that having someone to discuss personal matters ($x_7$) makes you happier (note that the “yes” have been encoded as 0 and “no” as 1).

As a final remark, if we order the variables taking into account their importance for each model (as said, the $|w_i|$ value), it can be observed that some variables have almost no influence for discriminating certain classes (see Table VII). For example: being member of a group discriminated in your country or not ($x_{11}$) is an influential variable for determining if you are extremely unhappy, but for not determining if you are extremely happy (it is at the last position). On the contrary, thinking that is important to help people and care for others well-being ($x_{13}$) is indeed a determining variable for the happiest (it is at the first position).

V. CONCLUSIONS AND FUTURE WORK

The methodology here proposed is based on the computation of different classification tasks, by performing a relabelling process which takes old data into account. The relabelled data is then used for training the learning algorithm. In that sense, the proposal can be seen as a reformulation of the one-versus-all idea to tackle ordinal regression, as each single model is computed to differentiate each class from the remaining ones taking ordinal ranks into account. Threshold models are used as the base classifier because they are able to include the order information of these groups of classes and their natural projection capabilities facilitate the computation of probability estimations. For the prediction phase, two of the most widely studied combiners in the ensemble literature were used, the product and the average.

The proposal has been tested with 15 benchmark datasets and it has been found to be competitive when compared to the base classifiers and to other state-of-the-art methods. Statistical tests were applied to assess these conclusions. Additionally, the superiority of the proposal for the one-vs-all standard paradigm has been confirmed when dealing with ordinal regression. Although multiclass imbalance problems pose important difficulties for machine learning algorithms [41], this approach seems to achieve not only good global performance, but also good error rates for all classes independently, given the good $MMAE$ performance obtained.

Moreover, the proposal has been seen to be scalable (although this is an issue related to the base methodology, it has been seen to provide a reasonable time complexity compared to the base method) and interpretable (in the sense that the
most determining features for modelling each class can be extracted because it is based on a decomposition strategy).

Unlike discriminant analysis (where a normal distribution could be assumed), there is no guideline about the probability distribution to use when working with nonparametric approaches, such as SVMs. In fact, several studies have been performed in order to reformulate SVMs to allow probabilistic outputs [26], [27] making use of a maximum-likelihood estimator for adjusting the probability distribution to the projected patterns. This idea might be used as well in this work in order to compute fairer probabilities for the SVM methodologies.

Finally, the ensemble procedure could be tested with other ordinal base classifiers, also based on support vector machines or discriminant analysis such as those proposed in [8], [24].
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