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abstract
This paper describes how low-cost embedded controllers for robot naviga-
tion can be obtained by using a small number of if-then rules (exploiting the
connection in cascade of rule bases) that apply Takagi-Sugeno fuzzy infer-
ence method and employ fuzzy sets represented by normalized triangular
functions. The rules comprise heuristic and fuzzy knowledge together with
numerical data obtained from a geometric analysis of the control problem
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that considers the kinematic and dynamic constraints of the robot. Numer-
ical data allow tuning the fuzzy symbols used in the rules to optimize the
controller performance. From the implementation point of view, very few
computational and memory resources are required: standard logical, addi-
tion, and multiplication operations and a few data that can be represented
by integer values. This is illustrated with the design of a controller for the
safe navigation of an autonomous car-like robot among possible obstacles to-
wards a goal configuration. Implementation results of an FPGA embedded
system based on a general-purpose soft processor confirm that percentage
reduction in clock cycles is drastic thanks to applying the proposed neuro-
fuzzy techniques. Simulation and experimental results obtained with the
robot confirm the efficiency of the controller designed. Design methodol-
ogy has been supported by the CAD tools of the environment Xfuzzy 3 and
by the Embedded System Tools from Xilinx.

* 1Dept. de Electrónica y Electromagnetismo, Univ. of Seville, and the Instituto de Microelectrónica de
Sevilla (IMSE-CNM-CSIC), Seville (Spain)
1 2Dept. de Arquitectura de Computadores, Electrónica y Tecnología Electrónica, Univ. of Cordoba,
Cordoba (Spain)
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1 introduction
Fuzzy rule-based systems have been successfully used in many control ap-
plications thanks to their capability to deal with the heuristic knowledge of
an expert that is expressed linguistically [1]-[4]. Linguistic if-then rules in-
cluding imprecise and maybe ambiguous terms are translated rather easily
into if-then rules including fuzzy sets. The capability of fuzzy systems to
manage linguistic information facilitates not only the development of con-
trollers but also their debugging and maintenance. Due to the great use of
fuzzy systems in control engineering, different types of implementations for
these systems have been proposed in the literature [5]. These approaches
range from software implementations to hardware realizations by ASICs
(Application Specific Integrated Circuits) or FPGAs (Field Programmable
Gate Arrays).

The development of complex systems for industrial control applications
demands high speed, low power and area consumption, and low cost. The
solution to satisfy these requirements is the implementation as embedded
systems [6]. Implementation on ASICs satisfies these requirements, but due
to the high initial engineering cost, ASICs are adequate when they are man-
ufactured in high quantity. A good alternative is the implementation on
FPGAs. An FPGA can be fully programmable to generate a specific hard-
ware that matches the requirements of the user. The great advantages of
these devices compared to ASICs are its flexibility, a shorter time-to-market
and a lower cost if the number of fabricated devices is small. Modern FPGA
families include a high number of specific resources and provide powerful
and friendly CAD tools that allow the development of complex embedded
systems [7]-[19]. FPGA manufacturers also allow the implementation of effi-
cient 32-bit RISC processors, such as the MicroBlaze system from Xilinx and
the Nios processor from Altera.

The continuous evolution of programmable devices has increased the use
of FPGAs as platforms for the development of fuzzy systems [12]-[19]. Some
of these FPGA implementations of fuzzy controllers are used to control au-
tonomous mobile robots [16]-[19]. Current research in robotics concerns
with multi-robot heterogeneous scenarios to execute missions that require
safe and reliable cooperation. This means that autonomous robots not only
have to navigate safely in real time (low processing time), but also communi-
cate with other robots and participate into collaborative tasks during maybe
long time (low power consumption), this is carried out on hardware plat-
forms of maybe limited resources (let us think, for example, in micro-robots
or unmanned aerial vehicles with low payload) [20].

This paper describes the use of neuro-fuzzy techniques to optimize the
design of an embedded controller for the safe navigation of a car-like au-
tonomous robot among possible obstacles towards a goal destination. The
main objective of the proposed approach is to achieve efficient embedded
implementations in terms of memory resources and operation speed. In or-
der to reduce implementation costs, the controller contains several modules
that, in turn, are composed of simple rule bases connected in cascade; the
rules employ normalized triangular membership functions to represent the
antecedents; and the inference mechanism employed is Takagi-Sugeno [21].

Many authors exploit the numerical data obtained from trajectories pro-
vided by an expert to apply neural-like learning to fuzzy controllers [3]-[4].
However, these trajectories do not usually correspond to the shortest paths.
In the proposal herein, numerical data employed correspond to paths of
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near minimum length obtained from a geometric analysis of the problem
(which considers the nonholonomic constraints of the robot). The use of nu-
merical data to design controllers that meet nonholonomic constraints has
been also exploited in other works, such as [22]-[25]. In particular, numeri-
cal data associated to the shortest paths affordable for a car-like robot have
been employed in [25] to solve a parking problem without obstacles. A sim-
ilar approach is applied herein to a more complex problem. The data help
in generating navigation paths of near minimum lengths when no obstacles
are detected and, in presence of obstacles, minimum deviation from these
paths. A novelty and advantage of the approach described herein is that
automatic learning maintains the linguistic meaning of the fuzzy rules and
optimizes the implementation into embedded systems. Interpretable if-then
rules are very interesting to facilitate human-robot communication [26].

The paper is organized as follows. Section 2 describes the navigation
problem of a car-like autonomous robot. Its subsections summarize the
kinematic and dynamic considerations to obtain a controller that generates
paths of near minimum length. Section 3 describes how to use this controller
as a reference to generate the numerical learning data to adjust the symbols
of a fuzzy controller with the objective of obtaining a much more efficient
implementation. The design methodology of the proposed neuro-fuzzy so-
lution is aided by the description, identification, verification, and learning
CAD tools of Xfuzzy 3 (an environment to design neuro-fuzzy controllers
available at [27]). Section 4 evaluates the behavior of the designed neuro-
fuzzy controller with simulation and experimental results obtained with a
car-like robot designed and built at the Escuela Superior de Ingenieros, Uni-
versity of Seville, Spain. Implementation results of both the reference and
the neuro-fuzzy controllers into an embedded system based on MicroBlaze
on a Virtex FPGA from Xilinx are compared and evaluated in Section 4. The
superiority of hierarchical Takagi-Sugeno fuzzy inference systems to other
approximator systems, such as radial basis function (RBF) neural networks,
is also illustrated in Section 4. Finally, Section 5 gives the conclusions.

2 the first design of the fpga controller
The configuration of a car-like robot can be given by the position of the back
wheels axle midpoint with regards to a global coordinate system, (x,y);
its orientation, φ; the curvature defined by the front wheels, γ; and its
speed, v. The navigation problem consists of generating a collision-free
trajectory from an initial configuration (x,y,φ, v,γ) to a goal one, which
is (0, 0, 180◦, 0, 0) in the global coordinate system that have been selected
herein (Figure 1). In the first stage of the controller design, a mathematical
description of the collision-free navigation problem is performed to obtain
a controller that generates paths of near minimum length. A direct imple-
mentation of this controller on an embedded system based on MicroBlaze
is developed for its later comparison with the neuro-fuzzy solution.

2.1 The navigation algorithm

A basic task to be performed by an autonomous robot is to navigate safely
among possible obstacles towards a goal destination. Navigation problems
are usually solved in two steps. Firstly, a reference trajectory is provided
by a path planner, and, secondly, a path-tracking controller tries to keep
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Figure 1: The navigation problem
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Figure 2: Area of unavoidable obstacles

the robot as close as possible to the reference trajectory. A large number of
methods for solving the path planning problem have been reported in the
literature (such as roadmap, cell decomposition and potential field meth-
ods) [28]. Global path planners offer the advantage of generating reference
paths that optimize particular criterion (e.g. minimum time, minimum en-
ergy, and shortest length), since they employ global information about the
environment. Their main disadvantage is that they usually apply compu-
tationally costly algorithms and, hence, they cannot accommodate rapid
changes in the environment. In the other side, reactive planners execute
simple behaviors in direct response to sensory information. Since they deal
with local instead of global information, reactive methods are widely used
for implementing real-time navigation through partially unknown and dy-
namic environments.

Another issue is that global path planners usually provide reference paths
made up of directly connected straight lines that could not be easily fol-
lowed by car-like robots, which always should connect straight lines by arcs
of circle.

The controller designed herein addresses a twofold objective: it is reactive
to cope with dynamically changing environment in real time and acts as a
path-tracking controller that keeps the robot as close as possible to a car-like
feasible reference path.

In the typical decomposition of a mobile robot control system into func-
tional modules (sensors, perception, modeling, planning, task execution,
motor control and actuators) [29], the module designed herein would be
in charge of reactive obstacle avoidance and path-tracking tasks. It can be
combined with a global path planner in charge of modeling and planning
in order to optimize global criterion (taking into account the overall obsta-
cles spatial configuration and characteristics of the whole space where the
robot can move). A review of such hybrid architectures that combine global
(deliberative) with local (reactive) modules can be seen in [30]. For example,
a global fuzzy behavior control is proposed in [17] to integrate several local
modules. However, this is out of the scope of this paper, which will focus
on the design of the reactive obstacle avoidance and path-tracking module.

No model about the environment is used nor constructed by the designed
reactive controller but only the information provided by the robot sensors.
In particular, the sensor considered is a 2-D laser placed at the robot front
part. The laser performs a scan of up to 180 degrees of the space in the
front of the robot and identifies the points of possible obstacles by their
distance, h, and sweeping angle, ϕ (Figure 1). Of course, the robot could
drive backward in a safe way by making use of sensors placed at the robot
back part that scan the space in the back of the robot. However, for the sake
of clarity, the robot is considered herein to drive always forward or to stop.
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The coarse structure of the reactive controller is obtained from heuristic
knowledge expressed linguistically, as follows:

1. If there is an obstacle very close to the robot, the robot should stop to
avoid collision1.

2. If there is an obstacle close to the robot, a maneuver to avoid it should
be carried out, as follows2:

a) If the obstacle is on the right (left) then turn to the left (right).

b) If the obstacle is in front of the robot then:

• Turn to the same side as in the previous control cycle (pro-
vided the obstacle was already detected).

• If this is the first time the obstacle is detected, apply the turn-
ing sign as no obstacle is detected.

3. If the obstacles are far from the robot, there is no need to avoid them
(by the moment) and the robot should navigate towards the goal con-
figuration by the shortest path.

Several symbolic concepts appear in these rules (depicted in italic fonts)
that need specification. They might be defined by membership functions
based on heuristics as well as trial and error approach. Doing that, the paths
obtained will not be as good as they could be. Our proposal is to consider
the dynamic and kinematic constraints of the robot so as to optimally define
the symbolic concepts. In particular, the car-like nonholonomic constraints
make that the movement direction must always be tangent to the trajectory
and the turning radius is mechanically limited to a minimum value, which
is equivalent to say that the robot curvature is upper bounded. In the ab-
sence of obstacles, the shortest paths for a car-like robot consist of a finite
sequence of two elementary components: arcs of circle (with minimum turn-
ing radius) and straight line segments [31]-[32]. In an environment cluttered
by obstacles, it is proven in [33] that shortest paths consist only of arcs of a
circle of minimum turning radius, line segments, and pieces of boundaries.
Hence, an obstacle will be very close if the radius of the arc of circle to avoid
it should be smaller than the minimum. An obstacle will be close and should
be avoided if it will be inside the area that will be swept by the robot when
it travels along its path. In other case, the obstacle is far and the controller
has to provide the shortest path made of a finite sequence of arcs of circle
with minimum turning radius and straight line segments (as illustrated in
Figure 1). This is analyzed more in detail in the following.

2.2 Very close obstacles

Let us consider a coordinate system (xr,yr) attached to the robot, whose
origin is placed at the back wheels axle midpoint (Figure 2). The coordinates
on an obstacle referred to that system are the following:

xro = d+ h · sinϕ yro = −h · cosϕ (1)

where d is the distance of the laser to the back wheel axle (1.65m in the
robot considered in the experiments).

1 If the robot would be provided with sensors in its rear, this would not be the final action and
the robot would drive backward, as commented above.

2 In case this local module is combined with a global controller, the turning sign of the maneuver
defined by rules 2.a and 2.b could be determined by the global controller.
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Taking into account that the robot considered in our analysis has a width
of 1m and the maximum speed considered is 1m/s, 2m at both sides of the
robot should be free of obstacles for safety purposes. An obstacle will be
very close and, hence, unavoidable, if it enters the forbidden area (shadowed
area in Figure 2). Let us consider an obstacle placed on the right of the robot
(ϕ ∈ [0◦, 90◦]), as shown in Figure 2. It will be very close if the robot cannot
avoid it by turning to the left with an arc of circle with minimum turning
radius (R = 1/|γmax|), leaving 2m of free space:

x2ro +

(
yro −

1

|γmax|

)2
<

(
1

|γmax|
+ 2

)2
if ϕ ∈ [0◦, 90◦] (2)

Similarly, if the obstacle is placed on the left of the robot (ϕ ∈ [90◦, 180◦]),
it will be very close if the robot cannot avoid it by turning to the right:

x2ro +

(
yro +

1

|γmax|

)2
<

(
1

|γmax|
+ 2

)2
if ϕ ∈ [90◦, 180◦] (3)

Grouping equations (2) and (3), and substituting xro and yro by equation
(1), the area of very close or unavoidable obstacles is defined by:

(d+ h · | sinϕ|)2 +
(
h · | cosϕ|+

1

|γmax|

)2
<

(
1

|γmax|
+ 2

)2
(4)

Equation (4) has been selected to describe very close obstacles, since it uses
the variables h and ϕ provided directly by the laser. Hence, no processing
of laser data is required.

2.3 Close obstacles

An obstacle will be close if it will be inside the safety area that will be swept
by the robot when it travels along its path. Taking into account the current
robot curvature, γ, a first condition for an obstacle to be close is to be less
than 2m on the right or on the left along the arc of circle to be described by
the robot (Figure 3a), as follows:(

1

|γ|
− 2

)2
< x2ro +

(
yro +

1

|γ|

)2
<

(
1

|γ|
+ 2

)2
(5)

The safety area should also contain 2m ahead in the driving direction.
Hence, let us consider a coordinate system (xR,yR) displaced 2m in the
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driving direction and rotated an angle of 2γ with respect to the coordinate
system (xr,yr), as illustrated in Figure 3b. The coordinates of an obstacle
referred to this system are the following:

xRo =
(
xro −

sin2γ
γ

)
cos 2γ−

(
yro +

1−cos2γ
γ

)
sin 2γ

yRo =
(
xro −

sin2γ
γ

)
sin 2γ+

(
yro +

1−cos2γ
γ

)
cos 2γ

(6)

A second condition for an obstacle to be close and, hence, to be avoided
is that it becomes a very close obstacle in the future (dark shadowed area
in Figure 3a). This condition is easier to be expressed in the coordinate
system (xR,yR). Similarly to equations (2) and (3), it will be very close if
their position with regards to the displaced and rotated coordinate system
verifies that:

x2Ro +

(
yRo +

1

|γmax|

)2
<

(
1

|γmax|
+ 2

)2
(7)

Finally, the third condition for a close obstacle is that, currently, it is not
very close and, hence, it does not verify equation (4).

2.4 Obstacle avoidance

The minimum magnitude of the curvature to avoid an obstacle identified as
close is determined by the closest point of that obstacle (whose coordinates
will be named hM and ϕM herein). Taking into account that a reference
curvature is not adopted instantaneously by the robot but has a delay, a 4-m
safety corridor has been considered for selecting the minimum value of the
curvature. With such selection, the dynamic features of the robot considered
in the experiments allow the 2-m width corridor free of obstacles. Hence,
the minimum magnitude of the curvature (similarly to equation (4)) is given
by:

(d+ hM · | sinϕM|)2 +

(
hM · | cosϕM|+

1

|γ|

)2
=

(
1

|γ|
+ 4

)2
(8)

From the formula above, the value of |γ| can be obtained as:

|γ| =
8− 2hM · | cosϕM|

d2 + h2M + 2hM · d · | sinϕM|− 16
(9)

The sign of the curvature when an obstacle is avoided is given by the
second if-then rule explained in Subsection 2.1 (the criterion adopted is that
|γ| = γ, in the case of turning to the right, and |γ| = −γ, in the case of
turning to the left).

2.5 Navigation toward the goal

If there are no obstacles, the robot should navigate toward the goal (0,0,180
◦,0,0)

by the shortest path. The shortest paths for a car-like vehicle consist of a fi-
nite sequence of two elementary components: arcs of circle (with minimum
turning radius) and straight line segments, as was proved by Dubins [31].
Analyzing the shortest paths geometrically, it can be found that there is an
angle, α, which defines the orientation of the straight segment which con-
tains the (x,y) point of the current robot configuration and is tangent to the
arc of circle that defines the end of the path (Figure 4a). Depending on the
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difference between this angle and the current robot orientation, the robot
will turn to right or left or will not turn. The value of the angle α depends
on x and y as follows (as can be seen in Figure 4b):

tanα = x−x′

y−y′ =
x−(R−R·cosα)
y−R·sinα

with (|x|− R)2 + y2 > R2
(10)

where R is the minimum turning radius.
If the formula above is elaborated, the value of α can be obtained as

follows:

α = (x) · arccos

(
R(R− |x|) + y

√
x2 + y2 − 2R|x|

x2 + y2 − 2R|x|+ R2

)
(11)

3 optimizing the design with neuro-fuzzy
techniques

The direct implementation of equations (1) to (11) requires trigonometric
functions (sin, cos and arccos), square root, and division. As discussed in
Section 4, such equations are computationally costly for FPGA embedded
controllers (when carried out by MicroBlaze processor using software rou-
tines). One solution is to accelerate by hardware the computation of such
functions. Another approach to alleviate this cost is to simplify the equa-
tions to compute the safety areas. The latter is the approach proposed in
[34], which is a little conservative solution that constructs a polygonal over-
approximation of such areas and checks the emptiness of the constructed
convex polygon with any obstacle by solving a linear programming problem.
The novel approach proposed herein is to employ neuro-fuzzy techniques
to simplify the computation of all the equations not only of the safety areas,
and, in the case of safety areas, not providing a coarse over-approximation
but a finer approximation. This is analyzed more in detail in the following.

3.1 Very close obstacles

The shadowed area in Figure 5b illustrates those obstacle positions (h,ϕ)
that satisfy the nonlinear constraint (4). The proposal herein is to describe
those positions with fuzzy rules, that is, to design a fuzzy classifier with
two inputs, h and ϕ , and one output that specifies if the obstacle is very
close or not adjusted to the training data provided by (4). The simplest
structure that has been found for this fuzzy classifier is the hierarchical
structure shown in Figure 5a. The fuzzy rule base, named Interpolation in
the figure, is a zero-order Takagi-Sugeno system that interpolates, for each
angle ϕ, the minimum value of h, hmin, that an obstacle should have to be
considered as not very close. This rule base has been trained by the numerical
data (ϕ,hmin) that verify (4) when condition smaller than is substituted by
equal to. Levenberg-Marquardt algorithm (a second-order training algorithm
that does not compute the Hessian matrix [35]) has been applied with the
supervised learning tool of the Xfuzzy environment [36]. The rule base
obtained contains 5 rules whose antecedents are: ϕ is quite right, right, in
front of, left, and quite left; and whose consequents are, respectively: hmin is
1.7m, 1.5m, 2.1m, 1.5m, and 1.7m, as shown in Figure 5c. The upper part
of Figure 5c illustrates how the designed fuzzy classifier approximates the
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nonlinear area of very close obstacles by a polygonal area. The piecewise
linear frontier in the upper part of the polygonal area is the output, hmin,
provided by Interpolation rule base.

3.2 Close obstacles

Let us call hmax the maximum value of h that an obstacle can have to be
considered as close. Depending on the angular position of the obstacle, ϕ,
and the current curvature of the robot, γ, the value of hmax can be obtained
from equations (5) and (7) when condition smaller than is substituted by equal
to. Figure 6b illustrates the nonlinear relation between hmax, ϕ and γ. The
proposal herein is to describe such relation with fuzzy rules and design
a fuzzy classifier with three inputs (h, ϕ and γ) and one output, which
specifies if the obstacle is close or not adjusted to the nonlinear constraints
(5) to (7).

The structure selected for this fuzzy classifier is the hierarchical scheme
shown in Figure 6a. This is very simple since it combines zero-order Takagi-
Sugeno rule bases with only one input. Looking for a good trade-off be-
tween approximation and simplicity, 2 rules have been extracted for the rule
base Rotation and 5 ones for the rule base Distance. These rule bases have
been trained with the numerical data (ϕ,γ,hmax) illustrated in Figure 6b,
using the CAD tools of Xfuzzy. The capability of the learning tool of Xfuzzy
to adjust hierarchical systems has been exploited in this case [36]. The rule
base named Rotation provides an output which is a linear function of the
input ϕ. The rule base named Distance provides a piecewise linear interpo-
lation of hmax, depending on the difference between the current curvature
of the robot and the output of the rule base Rotation, γ− Rotation(ϕ). Such



optimizing the design with neuro-fuzzy techniques 12

 g - Rotation(j) 

1.4m 

4.3m 

1 

0.5 

0 

quite right right in front of left 

1.6m 

2.0m 

4.0m 

-1.0m 1.0m 
-1 -1 

max 

quite left 

h 

Figure 7: Input-output behavior of the rule base Distance in Figure 6a.

    |g| 

 j 
 h 

M 
M 

0.0m 

0.4m 

2.4m 

20.0m 0º 

180º 

-1 

-1 

|g| 0.0m 
-1 

0.4m 
-1 

j 

2.4m 20.0m 

1 

0 
h 

M 

M 

180º 

0º 
0 1 

j 

2.4m 20.0m 

1 

0 
h 

M 

M 

180º 

0º 
0 1 

(a) (c) (b) 

Figure 8: (a) Curvature to avoid obstacles according to (9). (b) 25 rules extracted
by Wang-Mendel algorithm with a regular 5x5 grid. (c) The 5x5 grid is
adjusted to the data by supervised learning.

difference can be understood as the angular position referred to the robot
that the obstacle will have in the future. This is why the antecedents in the
5 rules of Distance rule base have been named as quite right, right, in front of,
left, and quite left. Their corresponding consequents are: hmax is 1.6m, 2m,
4m, 2m, and 1.6m, as shown in Figure 7.

Figure 6c illustrates how the designed fuzzy classifier approximates the
nonlinear relation between hmax, ϕ and γ with piecewise linear relations.

3.3 Obstacle avoidance

The minimum magnitude of the curvature to avoid an obstacle is a nonlin-
ear function, f, of the closest point of the obstacle (hM and ϕM), as stated
in (9). Exploiting the symmetry of the problem, it can be considered that
γ = f(ϕM,hM), when turning to right and γ = f(180 − ϕM,hM), when
turning to left. Figure 8a shows the γ values (when turning to right) ver-
sus ϕM and hM. The proposal herein is to approximate such nonlinear
relation with fuzzy rules, that is, to design a fuzzy approximator with two
inputs, hM and ϕM, and one output that specifies the magnitude of the
curvature. In this case, a non-hierarchical system has been selected because
its complexity is somewhat lower (5 instead of the 9 rules extracted in the
hierarchical system) achieving a better approximation. The procedure to
obtain the non-hierarchical system follows the techniques described in [37].
Firstly, 5 membership functions have been selected as a good initial number
to cover uniformly the universes of discourse of the hM and ϕM variables,
as shown in Figure 8b. By using the numerical data (hM,ϕM,γ) shown
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Figure 9: (a) The 25 rules are simplified to 20 rules by merging membership func-
tions in ϕM. (b) The 20 rules are simplified to 5 rules by applying Fuzzy
Tabular Simplification method [37]. (c) Approximation of |γ| to avoid ob-
stacles provided by the 5-rule fuzzy system.

in Figure 8a and applying Wang-Mendel identification algorithm with the
identification tool of Xfuzzy [37], 25 zero-order Takagi-Sugeno rules (illus-
trated as a matrix in Figure 8b) have been obtained. Again the numerical
data (hM,ϕM,γ) have been employed to apply supervised learning to ad-
just the membership functions in the antecedents and the singleton values
in the consequents of these 25 fuzzy rules so as to reduce the approximation
error. The result of such learning is illustrated in Figure 8c. By using the
simplification tool of Xfuzzy, two membership functions covering ϕM can
be merged, as shown in Figure 8c, so that the 25 rules are reduced to 20. Fi-
nally, by applying the Fuzzy Tabular Simplification method available in the
simplification tool of Xfuzzy [37], the 20 rules can be reduced to 5 rules, 4 of
them describing when turning right at maximum and the other concluding
no turning for the rest of situations. This is illustrated in Figure 9a and b.
The obtained zero-order Takagi-Sugeno system, which decides how much
turning to right (once turning to right has been decided), forces the robot to
turn more as more dangerous the obstacle is for the way the robot is going
to take immediately. The closer the obstacle is, the more the robot will turn
to right. The fuzzy rules express the following conditions to turn right at
maximum (imagine the robot is going ahead or to its right):

1. If obstacle is very near.

2. If obstacle is near and it is not quite on the left.

3. If obstacle is at medium distance and it is in front of or on the right.

4. If obstacle is far and it is on the right.

In other cases, the robot should keep straight ahead.
Since these rules employ fuzzy concepts, the γ values provided by this

system do not switch abruptly but they vary smoothly between maximum
turning to right and zero, as shown in Figure 9c.

3.4 Navigation toward the goal

If no obstacles are detected, the robot will turn to right or left or will not
turn depending on the difference between the current robot orientation and
the angle α (defined in (11) as a nonlinear function of the robot position, x
and y). The approach herein is to use a fuzzy system that approximates the
value of the robot curvature, as described in [25]. A hierarchical structure
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Figure 10: (a) Fuzzy system to navigate without obstacles. (b) Angle α according to
(10)-(11). (c) Result provided by the fuzzy system.

Table 1: Rules in the rule base Interpolation of Figure 10

IF x is AND y is THEN α is

zero zero 51.3+ 8.2x+ 2.8y

zero near 8.8x

zero far −1.6x

positive-near zero 103.3+ 4.9x+ 7.8y

positive-near near 29.2+ 5.3x− 1.5y

positive-near far −9.4+ 0.3x+ 1.6y

positive-far zero −51.3+ 8.2x− 2.8y

positive-far near −11.2+ 4.1x+ 1.9y

positive-far far 3.7− 0.7x+ 2.8y

with two rule bases connected in cascade, as shown in Figure 10a, has been
selected. The first rule base provides approximately the value of the angle α,
depending on the input variables x and y. This module has been adjusted
by using numerical data (x,y,α), obtained from (11) and from the following
equation (which achieves continuity for the rest of positions):

α = (x) · arccos
(
1−

|x|

R

)
if (|x|− R)2 + y2 6 R2 (12)

Exploiting the symmetry of the problem, α(x,y) = −α(−x,y), the neuro-
fuzzy system has been trained for positive values of x. The best system
found in terms of approximation error and simplicity is a first-order Takagi-
Sugeno system with 9 rules. These rules are shown in Table 1, where the
fuzzy sets (zero, near, etc.) in the antecedents are represented by triangular
membership functions similar to those in Figure 5c and Figure 7. Figure 10b
shows the values of α versus x and y according to (11) and (12), and Figure
10c shows the approximation provided by the rule base Interpolation.

The best option found for the second rule base Smoothing is a zero-order
Takagi-Sugeno system with 2 rules, exploiting symmetry, γ(φ−α) = −γ(α−

φ). These two rules are the following:

1. If (φ−α) is small-positive then γ is 0.4m−1.

2. If (φ−α) is large-positive then γ is 0.07m−1.
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4 results and discussion

4.1 Simulation and experimental results

The initial and neuro-fuzzy-based controllers have been described with the
tool xfedit of Xfuzzy 3, which allows connecting fuzzy and non fuzzy rule
bases as well as arithmetic modules.

Simulations have been carried out with the tool xfsim. It simulates the
controller working in a closed loop with a model of the robot that considers
its kinematic and dynamic features. The robot model (which contains the
models of its sensors) provides the new configuration of the robot and the
new information given by the laser. This model is introduced in xfsim as a
Java class.

Figure 11 shows several examples of how the robot is controlled to reach
the goal configuration (x,y,φ,γ, v) = (0, 0, 180◦, 0, 0) by both the initial and
neuro-fuzzy controllers. Paths provided by both controllers are similar, thus
confirming that approximation achieved by the neuro-fuzzy controller is
adequate. An important difference between both controllers is that the
neuro-fuzzy controller imposes much smoother changes in the curvature
and, hence, their commands are better followed by the robot actuators. This
means that the neuro-fuzzy controller performs better than the original one
if the robot moves at higher speed and/or the path to perform contains
more different curvatures. For example, with the obstacle distribution illus-
trated in Figure 11c, it has been proven that the robot is able to avoid the
obstacles at higher speed when controlled by the neuro-fuzzy solution than
by the original one.

As illustrated in Figure 11a, if no obstacles are detected, the robot goes
to the goal by a path of near minimum length because the path is made
up of arcs of circles with almost minimum turning radius and straight line
segments. Only the obstacles that interrupt the path the robot is going
to take are avoided. They are avoided by minimum deviations from the
original path, as shown in Figure 11b, c and d. These figures also illustrate
that, once obstacles have been avoided, the controller recalculates the new
path of near minimum length to the goal. The scenario of Figure 11c is
particularly difficult to be solved with such a path of near minimum length.
If the controller would not have taken into account the car-like features of
the robot, either the path generated would have been of longer length or
even no free path would have been found among the obstacles.

Another interesting case is considering moving obstacles. Figure 12 shows
the simulation case of Figure 11d adding an emergent and moving obstacle.

(a) 

          Initial controller 
 

      Optimized Controller 
 

(b) (c) (d) 

Figure 11: Simulation results of navigation with and without obstacles, provided by
initial and neuro-fuzzy (optimized) controllers (axis units are in meters).
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(a) (b) (c) 

Figure 12: Simulation results of navigation with an emergent moving obstacle.

(a) 

(b) (c) (d) (e) (f) 

Figure 13: Experimental results of navigation with and without obstacles obtained
with the neuro-fuzzy controller (axis units are in meters).

As can be seen in Figure 12a, the robot does not see the moving obstacle
untill it passes the wall. Figure 12b shows that the robot tries to avoid the
obstacle but it is too late to perform an avoiding maneuver and the very close
obstacles module makes the robot stop. In Figure 12c, once the obstacle is
gone, the robot continues to the configuration goal.

We have verified the behavior of the designed controller with the car-like
robot shown in Figure 15. This robot is an electrical vehicle provided with a
set of sensors and actuators that make it capable of autonomous navigation.
The inputs x, y, and φ, required by the controller are obtained by odometry
from encoders and a gyroscope. The inputs h and ϕ are obtained from a
2-D laser LMS 220-30106. In the control example, the electrical motors of
the robot have to receive the curvature and speed commands from the con-
troller. In addition, the motor control card reads the direction and traction
encoders of the engines to estimate the variables v and γ of the robot con-
figuration. Safe navigation among obstacles is particularly challenging with
this robot since it does not have an electrically controlled brake, but only
its speed can be controlled. In our experiments, speed is simply set to zero
when unavoidable obstacles are detected or goal configuration is going to
be reached, otherwise speed is constant.

Figure 13a-c confirms experimentally that the robot carries out paths of
near minimum length in the absence of obstacles (combination of arcs of
circle of near minimum radius and straight lines). The experiment in Figure
13b is particularly challenging because the robot is very close to the goal po-
sition and has to concatenate two arcs of circle of almost minimum turning
radius. A controller that does not take into account the car-like features of
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Figure 15: Experimental results of navigation with moving obstacles.

the robot would provide a longer path or even would fail in this scenario.
Figure 13d-e shows the minimum deviation from the original path when an
obstacle is detected. Such minimum deviation allows the robot navigating
safely along narrow free spaces, as illustrated in Figure 13f. A success-
ful navigation between the obstacles shown in Figure 13f and a successful
consecution of the goal configuration is very difficult for a controller not
optimized for car-like robots. It is achieved by the neuro-fuzzy controller
because it provides a control action that can be tracked by the robot actua-
tor. This can be seen in Figure 14, which details a typical evolution of robot
curvature when avoiding an obstacle (this case corresponds to the trajectory
in Figure 13d).

Finally, Figure 15 shows two cases of navigation with moving obstacles.
In Figures 15a-f a pedestrian walks toward the path of the robot. As can
be seen, the robot avoids the pedestrian and then it returns to the original
path. In Figures 15g-l a pedestrian suddenly appears in front of the robot.
The very close obstacles module makes the robot stop, avoiding the collision
(Figure 15h). Once the pedestrian walks away, the robot returns to the path
(Figures 15i-l).

4.2 Implementation results

The initial controller described in Section 2 that applies three navigation
fuzzy rules whose symbols are described by equations (1) to (11) has been
executed by an embedded system based on MicroBlaze and implemented
in a Virtex II-Pro FPGA from Xilinx [38]. MicroBlaze is a 32-bit RISC Har-
vard architecture soft processor core with a rich instruction set optimized for
embedded applications. In the system designed, MicroBlaze processor in-
cludes a floating point unit so as to carry out equations (1) to (11). A timer is
added as peripheral in order to evaluate the number of clock cycles invested
by the processor in the four main modules of the control algorithm: evaluat-
ing very close obstacles (module 1) and close obstacles (module 2), avoiding
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Table 2: Number of clock cycles required by the initial and optimized (neuro-fuzzy)
embedded controllers

Controller Module 1 Module 2 Module 3 Module 4

Initial (float) 58642 236157 65024 47145

Neuro-fuzzy (float) 2123 5370 4580 21035

Neuro-fuzzy (int) 44 67 141 142

Table 3: Computation time (in seconds) of embedded controllers using 50MHz of
working frequency

Controller Module 1 Module 2 Module 3 Module 4

Initial (float) 1.17e-3 4.72e-3 1.30e-3 0.94e-3

Neuro-fuzzy (float) 42.46e-6 107.4e-6 91.6e-6 420.7e-6

Neuro-fuzzy (int) 0.88e-6 1.34e-6 2.82e-6 2.84e-6

close obstacles (module 3), and navigating toward the goal (module 4). The
input variables considered by each module (for example h and ϕ in module
1, or ϕ, γ and h in module 2) have been swept considering their universes
of discourse (for example ϕ has been swept from 0◦ to 180◦) in order to
evaluate the number of clock cycles required by all the possible situations
(all possible values at their inputs). The averages of those numbers for each
module are shown in the first row of Table 2.

The proposed neuro-fuzzy approach allows a good trade-off between
memory resources and computation time. Regarding memory, the parame-
ters required to be stored are the partition values of the input universes of
discourse and the consequent values, which is a small number since there is
a small number of rules (28 rules counting the four modules). This is much
more efficient than storing in a look-up table the possible control actions
for all the possible input values. Regarding computation time, the designed
neuro-fuzzy controller requires only logical, addition, and multiplication
operations, while the direct implementation of the equations (1) to (11) (as
shown in Section 2) also requires more complex mathematical functions.
For any kind of processor, our proposal requires much fewer clock cycles
to compute the control value, especially if the processor has low computa-
tional resources. Table 2 supports this affirmation by showing the number
of clock cycles of the same embedded system based on MicroBlaze proces-
sor designed for the initial controller. The C code corresponding to the four
modules required by the neuro-fuzzy controller has been executed on the
processor using float variables. The second row in Table 2 shows the cy-
cles (also the average calculated with all the possible combinations of input
values) when the modules are implemented as neuro-fuzzy systems. The
percentage in clock cycle reduction is higher than 93% in three of the mod-
ules. In the Module 4, reduction is inferior (55.4%) mainly because one of
the rule bases of the neuro-fuzzy solution uses a first-order (instead of a
zero-order) Takagi-Sugeno inference method.

A further relevant advantage of our proposal is that computation can be
performed with integer variables without a significant lost of precision (Mi-
croBlaze works with 32 bits). The third row of Table 2 shows that using in-
teger instead of float variables reduces clock cycles in average in two orders
of magnitude (more than 96%). Hence our approach can be implemented
efficiently in processors with fixed-point architectures. Table 3 shows a sim-
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ilar comparison but in terms of computation time, considering a clock cycle
of 20ns (50MHz of working frequency).

4.3 Discussion

Previous work on neuro-fuzzy and fuzzy approaches implemented on FP-
GAs to control autonomous car-like robots, such as [16], [17] and [19], learn
or emulate the expert knowledge of a human driver and focus on parking
problems (parking without obstacles in [16] and parking in a structured en-
vironment in [17]) or focus on path tracking without obstacles [19]. Other
FPGA-based neuro-fuzzy approaches, such as [18], do not take into account
the constraints of car-like robots. The approach proposed herein is able to
provide paths of smaller length for car-like robots in unstructured environ-
ments with obstacles.

Previous work on neuro-fuzzy approaches that learn to provide paths of
small length, such as [22], consider structured environments and are less
suitable for implementation into embedded systems, because they employ
Gaussian membership functions. Others, which are more suitable for em-
bedded systems, such as [24] and [25], do not avoid obstacles. The solution
proposed in [25], which is implemented in a Pentium processor working at
100MHz, takes about 2ms to compute the reference curvature. The solution
proposed in [24], which is implemented in a DSP (Digital Signal Proces-
sor) working at 33MHz, takes about 20 s for a similar computation. In the
approach proposed herein, Module 4, whose task is comparable to the so-
lutions in [24] and [25], takes 2.84µs at 50MHz, which means the fastest
solution based on an embedded processor. In addition, the other modules
of the controller designed herein are even faster. This provides the robot
with the capability of performing more complex tasks with the same hard-
ware platform or, similarly, allows using platforms with limited resources to
carry out safe navigation. In case that a fast solution is not required by the
application, the operation frequency can be very low and, hence, a solution
of very low power consumption can be obtained.

The neuro-fuzzy tecnique proposed herein approximates the equations of
a reference controller. Other approximators could have been employed, such
as neural networks based on radial basis functions (RBF NNs). Table 4 com-
pares the number of rules and approximation error (expressed as root mean
square error, RMSE) of the four modules designed herein with the number
of neurons in the hidden layer of RBF NNs and their approximation error.
The radial basis functions considered have been the product of isosceles tri-
angles (to be similar in complexity to the triangular membership functions
and the product connective considered in the neuro-fuzzy approach). The
RBF NNs have been trained with the same numerical data, using also the
supervised learning tool of the Xfuzzy environment. In the case of modules
1 and 3, which deal with two inputs, the RBF NNs need 30 and 16 neu-
rons, respectively, to obtain the same approximation error, which means an
increase in complexity of approximately 6 and 3.2 times more, respectively.
In the case of modules 2 and 4, which deal with three inputs, the curse of
dimensionality, typical of RBF NNs, begins to appear. Although using 150

and 180 neurons (in case of module 2 and 4, respectively), which means an
increase in complexity of approximately 21.4 and 16.4 times, respectively,
the approximation errors are worse.

Further research will involve the integration of the designed local con-
troller into a hybrid architecture that contains global and other local mod-
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Table 4: Comparison of the neuro-fuzzy proposal with neural networks based on
radial basis functions (RBF NNs).

Proposal RBF NNs

Module No. rules RMSE No. hidden neurons RMSE

Module 1 5 0.14 30 0.14

Module 2 7 0.09 150 0.15

Module 3 5 0.07 16 0.07

Module 4 11 0.08 180 0.15

ules so as to cope with complex navigation problems (including driving
backward) and to deal with the considerable levels of noise present in com-
plex robotic systems.

5 conclusions
Neuro-fuzzy techniques have been proven very effective to optimize the
design of an embedded controller for the free collision navigation of an au-
tonomous car-like robot. The control algorithm can be executed rapidly or
with low power consumption by even systems based on fixed-point proces-
sors because the rule bases employed contain a few number of rules, the
number of antecedents is low, and Takagi-Sugeno inference is applied (with
antecedents represented by normalized triangular functions). Despite its
simplicity, the controller action is smooth and provides paths of near min-
imum length, as has been proven by simulation and experimental results.
The methodology to design the neuro-fuzzy controller has been automated
thanks to the CAD tools of the environment Xfuzzy 3, while the FPGA em-
bedded system has been developed with the CAD tools from Xilinx.
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