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Abstract 

Vinegar production is a typical bioprocess in the scope of the agrifood industry. Its 

optimization requires careful modelling which has so far been addressed by using 

mainly unstructured first principles models. Because of the difficulties in obtaining 

these models, black box models, such as those used here, are becoming more frequently 

used. The polynomial modelsdeveloped in this work accurately reflect the effect of the 

major and typical operational variables usedin industryfor this process. Also, response 

surfaces were used to identify the optimum operating conditions with a view to 

maximizing the mean fermentation rate and productivity. The followed strategy has a 

huge industrial interest sinceyields a tool that does not only allow finding the best 
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operational conditions depending on different criteria but also is useful for process 

control. As far as we know this is the first time that these variables have been correlated 

in this way. 
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Abbreviations 

(rA)est Estimated mean acetic acid formation rate (g acetic acid·(100 mL·h)–1) 

C Wine loading rate(L·min–1) 

E Ethanol concentration remaining at the time the reactor is unloaded (% (v/v)) 

V Percent unloaded volume (%) 

(PA)est Estimated acetic acid production (g acetic acid·h–1) 

(EtOHmean)est Estimated mean ethanol concentration (% (v/v)) 

(HAcmean)est Estimated mean acetic acid concentration (% (w/v)) 

([Total Cells]mean)est Estimated mean total cell concentration (cells·mL–1) 

([Viable Cells]mean)estEstimated mean viable cell concentration (cells·mL–1)

(Vmean)est Estimated mean volume (L) 

HAcfinal Acetic acidconcentration at the time the reactor is unloaded (% (w/v)) 

ttotal Total cycle duration (h) 

Vmean Mean volume (L) 
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1. Introduction

The optimization of acetic acid fermentation as a biotechnological process has been the 

subject of much study in recent times —particularly as regards vinegar production[1-6]. 

The complex interdependence of the variables influencing growth and activity in acetic 

acid bacteria[7-10] has led to the development of mathematical models for 

quantifying the relationships between the major variables. Most such 

models have a phenomenological or unstructured first principles basis[11-14] 

and use differential equations to balance substrate and product concentrations, and 

kinetic equations to define the influence of the different variables[15, 16]. This 

approach has the advantage of being valid over broad ranges of operating conditions 

by virtue of its relying on physico–chemical properties of the processes 

concerned. However, it has the disadvantages that the obtained models are 

complex and that their kinetic equations have to be constructed from unknown 

parameters which must be estimated by applying optimization algorithms to 

experimental values[17]. Also, obtaining accurate, unambiguous estimates 

requires satisfying the structural and practical identifiability conditions[18-22]. The 

structural identifiabilityanalysis condition only depends on the mathematical 

structure of the model equations, whereas the practical 

identifiabilityanalysis condition additionally considers the amount of data used to 

estimate parameters and their quality. Checking that both conditions are fulfilled entails 

using computationally complex algorithms [23, 24], which is an added disadvantage of 

first principles models. 

On the other hand, black box models need not consider the physico–chemical 

principles behind the target process[25]. Rather, these models seek the 

simplestpossible relationships between operational and process variables from 

experimental values obtained under different conditions. As a rule, black box models 

are easier to construct 
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than phenomenological models and require no prior identifiability analysis, so they are 

more practical for process optimization and control. However, black box models are 

applicable over narrower operational ranges than phenomenological models because 

they constitute necessarily local approaches. 

Polynomial models, which are among the most widely used black box models[26, 

27],allow operational and process variables to be correlated via linear or non-linear 

generalized polynomials of variable order, but usually first or second[28, 29] —the 

latter tend to be more accurate and widely applicable by effect of their considering 

interactions between factors (operational variables). However, they require greater 

numbers of experimental data to fit coefficients; also, the number of experiments 

needed depends on the polynomial order, the number of factors and the number of 

levels (values) used to discretize each factor range. Experimental design is used to 

identify the factors most strongly influencing a process under specific experimental 

conditions, minimize the effects of uncontrolled factors (perturbations), isolate and 

assess the effect of each individual factor by statistical analysis[30] and rationalize 

(reduce) the number of experiments required[31].Experimental design allows obtaining 

the simplest algebraic equations used to construct polynomial models. 

The joint use of polynomial models and response surfaces provides a powerful tool for 

process optimization[1, 6, 32], as it facilitates identification of the optimum operating 

conditions of a process considering interactions between individual influential factors. 

In this work, we exploited the advantages of these models to construct quadratic 

polynomials for the process variables of acetic acid fermentation. To this end, we used 

three different factors, namely: the ethanol concentration remaining in the reactor at the 

time it was unloaded, the percent unloaded volume and the reactor loading rate, which 

are the three operational variables most widely used by industry. As far as we know this 
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is the first time that these variables have been correlated in this way. The ensuing 

models were used to optimize the process via the response surfaces of the variables and 

the results compared with those of previously reported first principles models. 

2. Material and methods

2.1 Raw material or substrate 

The acetification substrate was white wine from the Montilla–Morilesregion, a 

protected designation of origin in southern Spain[33].The wine had an initial ethanol 

concentration of 11.7±0.3 %(v/v) and an acidity of 0.2 %(w/v). 

2.2 Microorganisms 

The inoculum used consisted of 3 L of fermentation broth from an industrial tank in full 

operation (Deoleo S.A., Córdoba, Spain). 

2.3 Fermentation conditions 

Experiments were conducted on a fully automated 8 L Frings reactor (Heinrich Frings 

GmbH & Co. KG, Bonn, Germany), details of which can be found in previous 

works[14, 24, 34-38].The reactor was operated in a semi-continuous mode to facilitate 

assessment of the influence of the ethanol concentration at the time it was unloaded, the 

mean unloaded volume and the wine loading rate on the fermentation rate and acetic 

acid production. A constant temperature of 31 ºC was used to mimic industrial 

conditions. 

The ethanol concentration at the time of unloading ranged from 0.5 to 3.5% (v/v), the 

mean unloaded volume from 25 to 75% of the final working volume from 2 to 6 L and 

the loading rate from 0.01 to 0.06 L·min–1. The air flow rate at the time the reactor 

reached its final volume (8 L) was 7.5 L·(h·L medium)–1. 
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The bioreactor was fully equipped to operate in an automated manner, so it was loaded, 

unloaded and monitored via appropriate computer software. This methodology afforded 

a high operational reproducibility and exhaustive recording of data. 

For estimating the mean acetification rate, the method proposed elsewhere [35], using 

the variation of the ethanol concentration over the fermentation cycle, was used. 

2.4 Experimental design 

We used a central composite design (viz., a Box–Behnken design) to simultaneously 

examine the influence of all factors and reduce the number of experiments needed as a 

far as possible. A total of 15 different sets experimental conditions were needed to 

characterize the 3 variables considered (see Tables 1 and 2).In any case, a huge 

experimental labour has been carried out; Table 2 shows the number of useful 

replications for each set of experimental conditions (a total number of 176). 

Additionally, each time the operational conditions were modified, a variable number 

of adaptation cycles can be necessary until get repetitive results. 

2.5 Analytical methods 

Volume was measured by means of an EJA 110 differential pressure probe (Yokogawa 

Electric Corporation, Tokyo, Japan). 

The ethanol concentration was monitored in a continuous manner by using an 

Alkosens® probe and an Acetomat® transducer (Heinrich Frings GmbH & Co. KG, 

Bonn, Germany). The probe was calibrated by determining ethanol with an alcohol 

meter[39] in media previously obtained by steam distillation. 

Acetic acid concentrations were measured by acid–base titration[39]. 

Total cell concentrations were determined by direct counting in a Neubauer chamber 

using a light microscope, and viable cell concentrations similarly but using a 
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LIVE/DEAD BacLight bacterial viability kit and the fluorescence unit of the 

microscope. 

2.6 Mathematical methods 

The optimum values of the operational variables were determined by establishing the 

Karush–Kuhn–Tucker (KKT) conditions[40, 41] to be fulfilled by the optimum points 

of a non-linear restricted optimization problem. The problems addressed here were 

defined as follows: 

,ଶݔ,ଵݔ)݂	ݔܽܯ … ,  (௡ݔ

.ݏ ,ଶݔ,ଵݔ)ଵ݃.ݐ … , (௡ݔ ≤ 0 

݃ଶ(ݔଵ,ݔଶ, … , (௡ݔ ≤ 0 

݃ଷ(ݔଵ,ݔଶ, … , (௡ݔ ≤ 0 

…. 

݃௠(ݔଵ,ݔଶ, … , (௡ݔ ≤ 0 

(1) 

wherexidenotes decision variables.Potential maxima were obtained from the following 

Lagrangian function: 

ℒ = −݂ + ෍ߣ௜

௠

௜ୀଵ

݃௜ (2) 

whereλiare the KKT multipliers, and solving the following system of equations: 

∇௫ℒ = −∇௫݂ + ෍ߣ௜

௠

௜ୀଵ

∇௫݃௜ = 0 

௜݃௜ߣ = 0, ݅ = 1, . . ,݉ 
(3) 

∇௫being the gradient operator with respect tothe decision variables. Only those solutions 

fulfilling λi0(λi>0 for those active restrictions at the solution) andgi≤0 were 

selected.The latter two conditions and those imposed by Eq. (3) are the necessary first-
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order KKT conditions.Iffis a differentiable, concave function, and all girestrictions are 

differentiable and convex, then the points fulfilling the KKT conditions will be maxima 

of the function. A function is concave if its Hessian matrix with respect to decision 

variables is negative semidefinite in the operational range of the variables —which can 

be verifiedsimply by inspecting the eigenvalues—, and convex if the matrix is 

positivesemidefinite. 

3. Results

Table 3 shows the experimentalresults for selected process variables. The results were 

used to fit the quadratic polynomial model for each variable. 

An analysis of variance (ANOVA) of the mean acetic acid formation rate revealed 

significant differences at the 99.9% probability level. Therefore, this variable was 

dependent on the operating conditions used and hence amenable to polynomial 

regression, which was applied in three forms, namely: best subset regression, backward 

stepwise regression and backward stepwise regression. Together with a Pareto analysis, 

these procedures revealed which polynomial terms were significant.Equation (4) was 

obtained for the mean acetic acid formation rate with an error less than 0.01 gacetic 

acid·(100 mL·h)–1: 

௘௦௧(஺ݎ) = 0.160 + 0.0443 ∙ ܧ + 3.47 ∙ 10ିସ ∙ ܸ − 5.84 ∙ 10ିଷ ∙  ଶܧ

−3.468 ∙ ଶܥ − 2.33 ∙ 10ିସ ∙ ܧ ∙ ܸ
(4) 

As can be seen, some operational variables (e.g., the reactor loading rate) were not 

present as such in the statistically significant terms. Also, some interactions between 

variables had no influence on the objective function. The ensuing model was valid only 

locally, within the set ranges of the operational variables. 
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Figure 1 compares the experimental values with their estimated counterparts. The two 

sets coincided exactly in 9 cases and differed by 4.5–5.5% in the other 6. An analysis of 

residuals between experimental and estimated values revealed that they were normally 

distributed. 

Equation (5) was obtained forthe overall production of acetic acid in a cycle with an 

error less than 0.5 gacetic acid·h–1: 

( ஺ܲ)௘௦௧ = 10.36 + 3.344 ∙ ܧ + 0.118 ∙ ܸ − 0.413 ∙ ଶܧ − 1.01 ∙ 10ିଷ ∙ ܸଶ

− 0.02 · ܧ · ܸ
(5) 

As can be seen, the acetic acid production was completely independent of the loading 

rate. Also, a comparison of experimental and estimated values and an analysis of 

residuals revealed acceptable consistency. 

The equations for the other variables in Table 3 were as follows: 

௘௦௧(௠௘௔௡ܪܱݐܧ) = 0.323 + 0.667 ∙ ܧ + 0.0556 ∙ ܸ (6) 

௠௘௔௡ܿܣܪ = 9.959− 0.627 ∙ ܧ − 5.32 ∙ 10ିସ ∙ ܸଶ (7) 

௘௦௧(௠௘௔௡[ݏ݈݈݁ܥ	݈ܽݐ݋ܶ]) = (2.4732 ± 0.1988) ∙ ݏ݈݈݁ܿ	10଼ ∙  ଵ (8)ିܮ݉

௘௦௧(௠௘௔௡[ݏ݈݈݁ܥ	݈ܾܸ݁ܽ݅]) = (2.2586 ± 0.2216) ∙ ݏ݈݈݁ܿ	10଼ ∙  ଵ (9)ିܮ݉

( ௠ܸ௘௔௡)௘௦௧ = 7.766− 1.09 ∙ 10ିସ ∙ ܸଶ + 0.163 ∙ ܸ ∙  (10) ܥ

Prediction errors for (EtOHmean)est, (HAcmean)est and (Vmean)estwere1.2 % (v/v), 1.2 % 

(w/v) and 0.3 L, respectively.With respect to cellular concentrations, an ANOVA 

revealed the absence of significant differences among experiments at the 99.9% 

probability level; this allowed mean values to be represented as constants with a given 

error. 
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4. Discussion

After the polynomial models were constructed, response surfaces were used to assess 

the influence of the operational variables on acetificationperformance and identify their 

optimum values. In industrial practice, the objective functions to be maximized are 

those for the mean acetic acid formation rate, (rA)est, and acetic acid production (PA)est. 

4.1 Mean fermentation rate 

Figure 2 shows the response surfaces of (rA)est at variable ethanol concentrations at 

unloading time (0.5–3.5 % v/v) as a function of the percent unloaded volume (25–75%) 

and loading rate (0.01–0.06 L·min–1). As can be seen, the unloaded volume exhibited a 

marked influence, but always depending on the ethanol concentration. Thus, when an 

ethanol concentration of 3.5 % (v/v) at unloading time is used, the maximum 

acetification rate, ca. 0.23 g acetic acid·(100 mL·h)–1, was obtained after unloading 25% 

of the culture medium; nevertheless if the ethanol concentration is 0.5 % (v/v) a lower 

maximum acetification rate, ca.a value lightly below0.20 g acetic acid·(100 mL·h)–1, 

was obtained when a 75% of the culture medium is unloaded. These results clearly 

indicate that the effects of the operational variables were not independent of one 

another. 

As can also be seen, reducing the ethanol concentrationremaining at the time the reactor 

is unloaded to 0.5 % (v/v) led to lower mean rates than when the substrate was used to a 

lesser extent irrespective of the other two operational variables. 

In any case, the mean rate was largely dependent on the operating conditions relating to 

the unloaded volume. Thus, increasing the volume shifted the peak (rA)est value from an 

ethanol concentration of 3.5 % (v/v) to one of 2 % (v/v). 

On the other hand, the loading rate was scarcely influential. In fact, this variable was 

only present in an interaction term in Eq. (4) and the term in question is non-
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significant relative to the others in the polynomial. In any case, the peak (rA)est value 

was invariably obtained at a loading rate of 0.01 L·min–1. 

Although the response surfaces exhibited apparently low slopes, the differences 

between maximum and minimum rates were substantial in some cases. Thus, such 

differences amounted to 18.2, 8.9 and 13.6% from the minimum values obtained at an 

ethanol concentration of 3.5, 2.0 and 0.5 % (v/v), respectively —and can result in 

considerable differences in production costs. 

These results are clearly suggestive of an influence of the operating conditions on 

changes in the culture medium. Specifically, the conditions may have a direct effect on 

cell concentrations and/or its activity during the acetification cycle. Thus, as can be seen 

from Figure 3, which shows the variation of the mean concentration of viable cells with 

the ethanol concentration remaining at the time the reactor is unloaded and unloaded 

volume, cell concentrations seemingly decreased on reducing the ethanol concentration 

from 3.5 % (v/v) to 0.5 % (v/v), the differences being statistically non-significant if one 

provides for experimental errors —for clarity and simplicity, the graph excludes the 

standard deviation at each point. 

Each set of experimental results (viz., that corresponding to an unloaded volume of 25, 

50 or 75 %) was represented by an identical mean value shown in the graphs and 

obtained from Eq. (9). However, the differences between maxima and minima values of 

viable cells concentration during the acetification cycle decreased with decreasing 

unloaded volume and was very similar to the mean cell concentration —approximation 

to a pseudo-steady state. So, these differences at an unloaded volume of 75 % were 

greater by effect of increased cell renewal. 

Thus, when cell concentrations are similar to their mean value at any time (i.e., with a 

low unloaded volume), the operating conditions have a more marked influence on 



12 

acetificationperformance owing to a minor cell renewal. Using operating conditions far 

from ideal in this situation can have highly adverse consequences on cell behaviour. 

This may be why the mean acetic acid formation rate obtained with an unloaded volume 

of 25 % at an ethanol concentration at unloading time of 0.5 % (v/v) was the lowest of 

all. On the other hand, large cell renewal (i.e., a high unloaded volume) caused 

fermentation rates to be similar (see Figure 2) and the corresponding slopes to differ 

between the best (unloading at 3.5 or 2 % (v/v) ethanol) and worst conditions 

(unloading at 0.5 % (v/v) ethanol). 

Ultimately, differences in the above-described results originated from differences in the 

ethanol and acetic acid concentrations, which were strongly influenced by the operating 

conditions. As can be seen from Figure 4, which shows the response surface for Eq. (6), 

reducing the ethanol concentration remaining at the time the reactor is unloaded led to 

decreased mean ethanol values but increased acetic acid values (Eq. (7)). Also, at each 

ethanol concentrationremaining at the time the reactor is unloaded, the differences 

between mean ethanol and acetic concentrations increased with increasing unloaded 

volume. Thus, when unloading 75% of the medium, the percentages of variation 

between mean ethanol concentrations respect to the mean minimum values were 68.2, 

90.7 and 135.4 % at an ethanol concentration at unloading time of 3.5, 2.0 and0.5 % 

(v/v), respectively; similarly, the percentages of variation for acetic acid were 56.2, 46.9 

and 40.2 %.All these results are just a new confirmation of the well-known influence of 

ethanol and acetic acid on the growth of acetic acid bacteria [10]. On the other hand, as 

can be seen from Figure 4, the loading rate had no influence on the mean concentrations 

of ethanol and acetic acid. 

In fact, a comparison of Figures 2–4 suggests that these two compounds influenced cell 

concentrations and activity, and hence the overall performance of the process. Thus, the 
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decreased availability of ethanol and increased mean acidity at an ethanol concentration 

of 0.5 % (v/v) led to markedly decreased mean fermentation rates in relation to other 

operating conditions. The limiting effects of substrate scarcity and inhibition due to high 

product concentration were also observed previously with other models[10, 42-45]. 

However, with less marked ethanol depletion at reactor unloading time, the substrate 

was available in greater amounts and the acid concentration lower, which seemingly 

facilitated the process judging by the high mean acetic acid formation rates observed. 

However, as can be seen from Figure 2, the effect was markedly dependent on the 

particular unloaded volume. Thus, the rate peaked at an ethanol concentration of 3.5 % 

with an unloaded volume of 25% but at 2 % (v/v) with one of 75%. 

These results can be ascribed to a potentially inhibitory effect of ethanol, which reached 

increased mean concentrations when allowed to be unloaded at3.5 % (v/v) relative to 2 

% (v/v) (see Figure 4); also, theyare consistent with previous results obtained by non-

structured modelling of the influence of ethanol and acetic acid on the fermentation 

rate[2, 10, 14, 24, 46]. 

Figure 5 suggests that the optimum conditions for microbial development (i.e., those 

leading to the highest fermentation rates) were those involving a mean ethanol 

concentration of ca. 4–5 % (v/v) (i.e., an average acetic acid concentration of 7–8 % 

(w/v)). These results are consistent with those of previous optimization studies[46]. The 

value of each operating condition to be used in order to maximize (rA)estwas 

calculated more accurately by using a restricted optimization procedure involving 

application of the above-described KKTconditions (see under Experimental). To this 

end, the objectivefunction (Eq. (4)), was subjected to the following constraints: 

0.01 ≤ ܥ ≤ 0.06 

0.5 ≤ ܧ ≤ 3.5 
(11)
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25 ≤ ܸ ≤ 75 

which can be rewritten as 

0.01− ܥ ≤ 0 

ܥ − 0.06 ≤ 0 

0.5 − ܧ ≤ 0 

ܧ − 3.5 ≤ 0 

25− ܸ ≤ 0 

ܸ − 75 ≤ 0 

(12) 

As can be seen, the (rA)est function is differentiable and concave —its Hessian matrix 

with respect to decision variables is constant and negative semidefinite. Also, the 

previous restrictions are differentiable and linear with respect to decision variables, so 

they are convex —and concave as well. Therefore, the solutions to the necessary KKT 

conditions, if any, should coincide with maxima.  

For maximization, Eq. (3) was used to construct the following system of equations in 

order to identify critical points: 

−(0.0443− 11.68 ∙ 10ିଷ · ܧ − 2.33 · 10ିସ · ܸ) − ଷߣ + ସߣ = 0 

−(−6.936) · ܥ − ଵߣ + ଶߣ = 0 

−(3.47 ∙ 10ିସ − 2.33 · 10ିସ · (ܧ − ହߣ + ଺ߣ = 0 

−ଵ(0.01ߣ (ܥ = 0 

ܥ)ଶߣ − 0.06) = 0 

−ଷ(0.5ߣ (ܧ = 0 

ܧ)ସߣ − 3.5) = 0 

−ହ(25ߣ ܸ) = 0 

ܸ)଺ߣ − 75) = 0 

(13) 

In this way, a total of 21 solutions where obtained of which only one fulfilled the KKT 

conditions, namely, that involving the following values of the operational variables: 
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ܧ = 3.29 % (v/v) 

ܥ = 0.01L·min-1 

ܸ = 25 % 

(14) 

which led to a peak (rA)estvalue of 0.23 gacetic·(100 mL·h)–1. 

4.2 Acetic acid production 

Although determining the mean fermentation rate of the process is important to assess 

the influence of operational variables, in industrial practice it may be more useful to 

examine the influence on acetic acid production. The conclusions thus reached need not 

be the same since the mean fermentation rate depends on the mean reactor volume, 

which is in turn dependent on the operating conditions (see Eq. (10)). In any case, the 

two are related by the following equation: 

஺ܲ =
ܣܪ ௙ܿ௜௡௔௟ · ܸ

௧௢௧௔௟ݐ

஺ݎ = ஺ܲ

௠ܸ௘௔௡

(15) 

Figure 6 shows the response surface for (PA)est (see Eq. (5)) over the studied operational 

ranges. As can be seen, the loading rate had no effect on acetic acid production —this is 

quite apparent from Eq. (5), which contains no associated term. Also, the maximum 

production of acetic acid (ca. 17.6 g acetic acid·h–1) was obtained at the highest ethanol 

concentration at unloading time (3.5 % (v/v)) and lowest unloaded volume (25 %). 

However, if one considers estimation errors, the unloaded volume maximizing acetic 

acid production was as high as 40 %. 

If the primary aim is to maximize production, then the above-described operating 

conditions are quite suitable. However, depending on the particular type of vinegar to be 

obtained, it may be necessary to impose restrictions on some variables such as the 
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ethanol concentrationremaining at the time the reactor is unloaded. For instance, 

unloading the reactor at an ethanol concentration of 0.5 % (v/v) detracts from the 

maximum possible acetic acid production, obtaining a value ca. 14.8 g acetic acid·h–

1. However, this peak value can be obtained over a broad range of unloaded volumes 

(~ 35–65 %). 

As with the mean fermentation rate, we determined the optimum acetic acid production 

in the operational ranges. The objective function used to this end was that for (PA)est 

(Eq. (5)) and restrictions imposed via the equation subset (12) except for the first and 

second constraint, since the variables were independent of the loading rate. The Hessian 

matrix for the objective function was constant and negative definite; also, obviously, the 

conclusions of the constraints were identical with those for the mean fermentation rate. 

The equation system used to identify the maxima was constructed as in the previous 

case and yielded 9 solutions of which only one fulfilled the KKT conditions: 

ܧ = 3.44 % (v/v) 

ܸ = 25 % 
(16) 

which led to a peak (PA)estvalue of 17.58gacetic acid·h–1. 

4.3 Comparison with other modelling approaches 

In previous works, our group developed a first principles model based on balance and 

kinetic equations[46] that was subsequently used to identify the optimum operating 

conditions[2, 14, 24]; the conclusions afforded by the results were similar to those 

reached in this work. The approach used in previous work has the advantages that it 

provides a deeper knowledge of the underlying mechanisms of the process and holds 

over broader operating ranges. Unlike the polynomial approach, however, it has the 

disadvantage that the model parameters are much more difficult to examine, determine 

and handle. Thus, ensuring that the model parameters could be unequivocally obtained 



17 

from the equation structure required verifying that the model possesses structural 

identifiability. This entailed using complex algorithms[14, 47]. Also, the model had 

to be checked for practical identifiability, which required additionally assessing 

the amount of experimental data available and their quality. The proposed method 

was found not to be globally, but only locally, identifiable[2]. This, however, did not 

make it useless for representation and optimization purposes within specific operational 

ranges. These results further validate the previous models, which were constructed 

via rather different approaches. Therefore, based on the high consistency between the 

estimations of the two types of models compared, the polynomial models are to be 

preferred for practical purposes by virtue of their simplicity and easier mathematical 

processing. 

5. Conclusions

In this work, we examined the influence of the major operational variables of industrial 

interest (viz., ethanol concentration at the time the reactor was unloaded, unloaded 

volume and unloading rate) on the acetic fermentation process with a view to 

optimizing the operating conditions in terms of mean fermentation rate and acetic acid 

production. To this end, an experimental design, that allowed black box models 

relating process and operational variables via polynomial equations to be developed, 

was used. The target variables additionally included the mean ethanol and 

acetic acid concentrations,the mean volume and the mean total and viable cell 

concentrations. The presence of interaction terms in the resulting equations 

testifies to the mutual relationships between variables. The optimum values of the 

variables were identified by examining their response surfaces and the results 

compared with those of a mathematical approach under optimality conditions. 
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The maximum mean rate of acetic acid formation, ca. 0.23 g acetic acid·(100 mL·h)–1, 

was obtained at an ethanol concentration at unloading time of 3.5 % (v/v), an unloaded 

volume of 25 % and a loading rate of 0.01 L·min–1 —the last variable, however, was 

scarcely influential. 

The acetic acid production was independent of the loading rate. Thus, production 

peaked at ca. 17.6 g acetic acid·h–1, which was obtained at a near-maximal ethanol 

concentration (3.5 % (v/v)) and a low unloaded volume (25%). 

The proposed modelling approach and the optimum values it provided were compared 

with previous studies involving an unstructured approach based onbalance differential 

equations, kinetic equations and equilibrium equations. The coincidence of their 

predictions provides further validation for the two models. In practice, however, 

polynomial models will facilitate mathematical processing (particularly as regards 

parameter estimation). It should be noted that the target process is a typical example, so 

the ensuing conclusions may apply to other, similar biotechnological processes. 
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Figure 1. Estimated versus experimental mean acetification rate, and95 % confidence 

and prediction intervals 

Figure 2. Estimated mean acetification rate as a function of the unloaded volume and 

loading rate at a final ethanol concentration of 3.5 (black grid), 2.0 (solid) or 0.5 %(v/v) 

(white grid) 

Figure 3. Viable cell concentrations at different unloaded volumes and final ethanol 

concentrations 

Figure 4. Mean ethanol concentration as a function of the unloaded volume and loading 

rate at a final ethanol concentration of 3.5 (black grid), 2.0 (solid) or 0.5 %(v/v) (white 

grid) 

Figure 5. Estimated mean acetification rate as a function of the mean ethanol and acetic 

acid concentrations at a loading rate of 0.01, 0.35or 0.06 L·min-1 

Figure 6. Estimated production rate as a function of the loading rate and unloaded 

volume at a final ethanol concentration of 3.5 (black grid), 2.0 (solid) or 0.5 %(v/v) 

(white grid) 
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Table 1. Control factors used in the Box–Behnken experimental 
planand their levels. 

Factor Code 
Level 

(–1) (0) (1) 

Ethanol at unloading time, %(v/v) E 0.5 2 3.5 

Unloadedvolume, % V 25 50 75 

Loadingrate, L·min-1 C 0.01 0.035 0.06 

Table 2. Box–Behnken experimental plan and responses at 
different factor levels 

Exp E, %(v/v) V, % C, L·min–1 Number of 
replications 

1 3.5 (+1) 75 (+1) 0.06 (+1) 8 

2 3.5 (+1) 75 (+1) 0.01 (–1) 10 

3 3.5 (+1) 25 (–1) 0.06 (+1) 13 

4 3.5 (+1) 25 (–1) 0.01 (–1) 21 

5 0.5 (–1) 75 (+1) 0.06 (+1) 12 

6 0.5 (–1) 75 (+1) 0.01 (–1) 8 

7 0.5 (–1) 25 (–1) 0.06 (+1) 7 

8 0.5 (–1) 25 (–1) 0.01 (–1) 7 

9 3.5 (+1) 50 (0) 0.035 (0) 15 

10 0.5 (–1) 50 (0) 0.035 (0) 10 

11 2 (0) 75 (+1) 0.035 (0) 7 

12 2 (0) 25 (–1) 0.035 (0) 16 

13 2 (0) 50 (0) 0.06 (+1) 19 

14 2 (0) 50 (0) 0.01 (–1) 11 

15 2 (0) 50 (0) 0.035 (0) 12 
* The numbers in brackets are normalized values of the variables

Table 3. Experimental values of the dependent variables 

Experiment (rA)est 
g acetic 

acid·(100 
mL·h)–1 

(PA)est
g acetic 
acid·h–1 

(EtOHmean)est 
% (v/v) 

(HAcmean)est 
% (w/v) 

([Total 
cells]mean)est 

10–8 cells·mL-

1

([Viable 
cells]mean)est 

10-8 cells·mL-1 

(Vmean)est 
L 

1 0.20  0.01 15.4  0.4 6.9  1.7 4.7  1.7 2.65  0.98 2.50  0.89 7.8  0.4 

2 0.21  0.01 15.1  0.4 6.4  1.5 5.2  1.4 2.74  0.85 2.55  0.78 7.1  0.3 
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3 0.22  0.01 17.8  0.3 4.5  0.5 7.2  0.5 2.65  0.36 2.44  0.34 7.9  0.2 

4 0.23  0.01 17.4  0.6 4.1  0.4 7.5  0.3 2.57  0.28 2.36  0.27 7.7  0.2 

5 0.18  0.01 14.4  0.4 5.2  2.1 6.5  2.0 2.41  0.97 2.18  0.83 7.9  0.3 

6 0.20  0.01 14.3  0.3 4.9  2.3 6.7  2.2 2.35  0.90 2.11  0.80 7.4  0.4 

7 0.17  0.01 13.6  0.3 2.0  0.8 9.5  0.8 2.35  0.24 2.15  0.25 8.0  0.2 

8 0.18  0.01 13.8  0.2 1.8  0.7 9.3  0.8 2.29  0.36 2.07  0.33 7.7  0.1 

9 0.21  0.01 16.3  0.4 5.5  1.1 6.2  1.1 2.66  0.57 2.47  0.52 7.8  0.3 

10 0.20  0.01 15.5  0.2 3.5  1.6 8.2  1.5 1.99  0.56 1.74  0.48 7.9  0.1 

11 0.20  0.01 15.1  0.5 6.0  2.1 5.6  2.0 2.60  1.02 2.44  0.91 7.7  0.4 

12 0.22  0.01 17.3  0.4 3.1  0.6 8.6  0.6 2.26  0.32 1.99  0.30 7.9  0.2 

13 0.21  0.01 16.7  0.5 4.4  1.3 7.2  1.3 2.50  0.55 2.29  0.49 7.9  0.3 

14 0.22  0.01 16.5  0.6 4.0  1.1 7.6  1.0 2.56  0.50 2.29  0.44 7.5  0.3 

15 0.22  0.01 17.1  0.5 4.2  1.3 7.3  1.3 2.52  0.61 2.30  0.54 7.8  0.3 

Fig.1 
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Fig.2 
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Fig.3 
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Fig.6 




