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A B S T R A C T

Multi-label classification has recently attracted research interest as a data mining task. Many current
applications in data mining address problems that have instances belonging to more than one class. This
requires the development of new efficient methods. Instance selection has been used in multi-label learning to
improve the execution time and classification performance of many learning methods. Following the single-
label approach, instance selection has been applied by selecting or unselecting the same instances for all labels.
In this paper, we present a different and novel approach. An instance might be useful for some labels and
harmful for others; therefore, our algorithm allows each instance to be discarded, selected, or only partially
selected for use in the classification of certain labels. An extensive comparison using 45 datasets shows the
usefulness of our approach in improving the current instance selection methods for multi-label problems, as

well as the ability of our algorithm to compete with other more complex multi-label classification methods.
. Introduction

Many modern applications involve vast amounts of data for clas-
ification in increasingly complex categorization schemes, where one
nstance of data may simultaneously belong to several topics. This
ask is typically termed multi-label learning [1]. In contrast to single-
abel classification, where each instance is associated with only one
lass, multi-label classification is concerned with learning where each
nstance can be associated with multiple labels. The generality of
ulti-label problems makes them more difficult than their single-label

ounterparts. Multi-label learning is a special case of multi-output
earning [2]. In multi-output learning we have a set of discrete labels,
hile in multi-label learning all the labels have only binary values. Al-

hough our work is devoted to multi-label problems, it can be extended
o multi-output data.

Multi-label classification has received much attention over the past
ew years, and a variety of methods have been developed and ap-
lied to diverse problems: text categorization, automatic annotation
or multimedia contents, web mining, rule mining, cheminformatics,
ioinformatics, information retrieval, etc.

The key challenge of multi-label learning is to take advantage of
he correlations among labels to mitigate the exponential growth of
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the label space with the number of distinct labels. Methods that deal
with multi-label datasets without considering the relationships between
labels are simply solving a group of independent binary problems.
There are two broad categories of methods to deal with multi-label
problems [1]: problem transformation methods and algorithm adapta-
tion methods. Problem transformation methods tackle the multi-label
learning problem by transforming it into other well-established learning
scenarios. Algorithm adaptation methods tackle a multi-label learning
problem by adapting well-known learning techniques to deal with the
multi-label data directly.

As stated, the success of any approach is based on taking advan-
tage of the correlation of labels to come up with novel methods.
These relationships can be complex and even structured in hierar-
chies. Multi-label classification methods are usually grouped into three
families depending on the order of label correlations considered: first-
order strategies, second-order strategies, and higher-order strategies.
These three families can appear in both problem transformation and
algorithm adaptation methods.

Among the best performing methods in multi-label learning are
instance-based methods, such as the adaptation of the 𝑘-nearest
neighbors to multi-label datasets, Multi-label k-Nearest Neighbors [3]
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(ML-kNN) method and its numerous variants, DML-kNN [4] or SML-
kNN [5], among many others, instance-based logistic regression for
multi-label problems [6] (IBLR-ML and IBLR-ML+), or soft relevance
for multi-label classification [7] (Mr.KNN). However, as in the single
label case, these methods have the drawback of needing the training
set to be stored in the memory, thus increasing the runtime of the
algorithm and the necessary resources. Instance selection is a way to
address this problem and improve the performance of instance-based
classifiers [8,9]. Furthermore, instance selection can also be applied
to other classification methods, such as binary relevance or classifier
chains, with successful results. In that case, the term ’training set
selection’ is most commonly used [10].

Instance and training set selection has been carried out for multi-
label learning in the same way as for single-label learning [11]. That
means that an instance is either selected or removed. However, in
multi-label learning, an instance may be useful for some of the labels
and harmful for others. Selecting or unselecting an entire instance
might be a suboptimal method, and new more appropriate algorithms
may be developed.

Thus, we propose a different approach. Instead of carrying out
instance selection at the instance level, we perform instance selection
at the instance and label levels simultaneously. In standard instance
selection, an algorithm selects a subset of instances, 𝑆, from the training
set 𝑇 , 𝑆 ⊂ 𝑇 . In our approach, the result is different. We obtain a subset
of labels to be considered for each instance. This means that an instance
can be selected, when it is considered for all labels, partially selected,
when it is considered for only some labels, and removed, when it is not
considered for any label. This approach yields to the general definition
of partial instance selection. It will be adapted for different multi-label
classifiers in this paper.

Furthermore, the distribution of the imbalance ratio of the different
labels is highly skewed for most datasets. Some of the labels are clearly
imbalanced, whereas other present an approximately balanced distri-
bution. It has been repeatedly shown that most classification methods
suffer from an imbalanced distribution of the training instances among
the classes [12]. However, dealing with class imbalance in instance
selection in multi-label problems is a complex task. First, the concept
of a minority class instance is not clear, as the list of relevant labels
of a given instance can have labels from both majority and minority
classes. Charte et al. [13] implemented a way of oversampling the
minority class and undersampling the majority class by extending the
concept of minority and majority instance to multi-label datasets. They
defined a label as minority if its frequency was below the average
frequency of all the labels. An instance was a minority instance if
any of its labels was a minority label. However, with this definition,
undersampling and oversampling affected many labels that were not
in the considered set. For instance, an instance with only one label
belonging to a minority class could be oversampled, which might result
in damaging the performance of other labels.

Our approach is effective for this problem, as the instances are
selected depending on the labels. In that way an underrepresented label
can be kept, while another one that is overrepresented can be removed.
Thus, partial instance selection can present the learning algorithm with
a more balanced dataset, which cannot be performed with standard
instance selection.

As stated, our approach can be also applied to other multi-label
methods for partial training set selection. We show results in this
paper for two problem transformation methods, binary relevance (BR)
and classifier chains (CC), as well as an algorithm adaptation method,
ML-kNN. The adaptation to other methods can be more or less straight-
forward depending on the specific algorithm. We tested our approach
on a broad benchmark of 45 datasets. Our results prove the superiority
of our proposal compared with ML-kNN, BR, and CC methods with the
whole dataset and standard instance selection. The results also show
that our method is competitive when compared with state-of-the-art
multi-label classification methods.

As a summary the main contributions of this paper are the follow-
121

ing:
• A new framework for performing partial instance selection is
developed. This partial instance selection is based on select-
ing instances depending on the label instead of selecting whole
instances.

• An implementation of that framework for different multi-label
methods, such as, multi-label 𝑘-nearest neighbors rule, binary
relevance and classifier chains, is presented.

• A study of the compared performance of the proposal with other
instance selection and classification methods as well as a study of
the behavior or the proposed method depending on the charac-
teristics of the datasets is carried out.

This paper is organized as follows: Section 2 reviews some related
work; Section 3 describes our proposal; Section 4 describes the exper-
imental setup; Section 5 presents the results of our experiments; and
Section 6 summarizes the conclusions of our work.

2. Related work

Compared with the single-label case, very few works have been
devoted to instance selection for multi-label problems. Arnáiz-González
et al. [14] extended the concept of local sets used for single label
instance selection to the multi-label case [8]. The developed method
achieved good performance in a set of 11 problems. Kordos et al. [15]
developed an evolutionary method for a multi-output regression.

Romero del Castillo et al. [16] developed a scalable evolutionary
algorithm to deal with the problem of instance selection for large
datasets. García-Pedrajas and Cerruela-García [11] developed a co-
operative coevolutionary algorithm to also address the problem of
large datasets using the problem decomposition inherent to cooperative
coevolution. All these methods were based on the standard approach
of selecting instances as a whole. To the best of our knowledge, no
previous approach has been developed to select partial instances for
multi-label learning.

Other works have been devoted to simultaneous instance and fea-
ture selection. Ma and Chow [17] developed a formulation for multi-
label learning from a topic view that exploited the dependence between
features and labels in a topic space. They performed effective instance
and feature selection in the latent topic space, as they argued that the
relationship between the input and output spaces are well captured
in that space. Mansouri and Benabdeslem [18] also developed a si-
multaneous instance and feature selection method that they coupled
with label selection. A different approach was addressed by Valero
et al. [19]. They developed a method for prototype generation rather
than instance selection with the same aim of data reduction.

3. Partial instance selection (PARIS) for multi-label datasets

Formally, we can define a multi-label problem as follows [1]: Let 𝑇
be a multi-label evaluation dataset consisting of 𝑝 multi-label instances
𝐱𝑖 and their associated label set 𝑌𝑖, where 𝑇 = {(𝐱𝑖, 𝑌𝑖)}, 1 ≤ 𝑖 ≤ 𝑝,
𝐱𝑖 ∈ 𝑋, 𝑌𝑖 ∈  = {0, 1}𝑞) with a label set 𝐿, where |𝐿| = 𝑞. Let ℎ be
multi-label classifier and ℎ(𝐱𝑖) = {0, 1}𝑞 be the set of labels predicted
y ℎ for the instance 𝐱𝑖. Let 𝑓 (𝐱𝑖, 𝑌𝑖), 𝐱𝑖 ∈ 𝑋, 𝑌𝑖 ∈  be a real-valued
unction 𝑓 ∶ 𝑋 ×  → 𝑅. A successful learning system would tend to
utput larger values for function 𝑓 for the labels in 𝑌𝑖 versus those not
n 𝑌𝑖. The real-valued function 𝑓 can be easily transformed to a ranking
unction, 𝑟𝑎𝑛𝑘𝑓 (𝐱𝑖, 𝑌𝑖), where 𝑟𝑎𝑛𝑘𝑓 is the predicted rank of label 𝑌𝑖,
or instance 𝐱𝑖. ℎ(𝐱𝑖) can be obtained from 𝑓 (𝐱𝑖) when an appropriate
hreshold is set.

The set of 𝑌𝑖 is the set of relevant labels for 𝐱𝑖, whereas 𝑌 𝑖 is the
et of irrelevant labels. In standard instance selection, a subset 𝑆 of the
nstances is kept for training the model, 𝑆 ⊂ 𝑇 . When implemented

using an evolutionary approach, a one-dimensional array 𝐬 is usually

associated with the training, where for each instance 𝐱𝑖, 𝑠𝑖 = 1 means
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that the instance is selected, and 𝑠𝑖 = 0 means that the instance is
removed from the training set.

Our approach is based on selecting different instances for different
labels; so, we consider a two-dimensional array 𝐒, where 𝑆𝑖𝑙 = 1 means
that instance 𝐱𝑖 is considered for training the learning model when label
𝑙 is involved. For instance, for ML-kNN it means that 𝐱𝑖 is considered for
obtaining the prior and posterior probabilities of label 𝑦𝑙, and 𝑆𝑖𝑙 = 0

eans it is not. This formulation of ‘‘Partial instance selection’’ (PARIS)
s general enough to be used with most of the multi-label learning
ethods [1]. In this paper, we describe the application of PARIS to
L-kNN, BR, and CC, although it could be adapted to many others.

For ML-kNN, our first step is to redefine how ML-kNN works with
his array 𝐒. Given a dataset 𝑇 , we consider, for each sample, the
nstance value, 𝐱𝑖, the set of relevant labels, 𝑌𝑖, and the set of irrelevant

labels, 𝑌𝑖: (𝐱𝑖, 𝑌𝑖, 𝑌𝑖). In our selection process, we select the labels for
which the instance will be considered, resulting in a new sample
(𝐱𝑖, 𝑌 ′

𝑖 , 𝑌 ′
𝑖), where 𝑌 ′

𝑖 ⊆ 𝑌𝑖, and 𝑌 ′
𝑖 ⊆ 𝑌𝑖. Within this framework, an

instance is selected if 𝑌 ′
𝑖 = 𝑌𝑖, and 𝑌 ′

𝑖 = 𝑌𝑖, and an instance is partially
selected if 𝑌 ′

𝑖 ⊆ 𝑌𝑖 and 𝑌 ′
𝑖 ⊆ 𝑌𝑖 and 𝑌 ′

𝑖 ≠ 𝑌𝑖 or 𝑌 ′
𝑖 ≠ 𝑌𝑖. Only when

𝑌 ′
𝑖 ∪ 𝑌 ′

𝑖 = ∅ is the instance removed.
The adaptation of ML-kNN to PARIS, ML-kNN(PARIS), is shown in

Algorithm 1. 𝑠𝑖𝑙 indicates whether label 𝑙 is selected for instance 𝐱𝑖. We
must stress that this does not mean that 𝑦𝑙 ∈ 𝑌𝑖, but that instance 𝐱𝑖 is
considered for any calculation involving label 𝑙. Thus, for every 𝑙 ∈  :

𝑃 (𝐻 𝑙
1) = (𝑠 +

𝑚
∑

𝑖=1,𝑠𝑖𝑙=1
𝐲𝑥𝑖 (𝑙))∕(𝑥 × 2 + 𝑚𝑙), (1)

where 𝑚𝑙 =
∑𝑚

𝑖=1 𝑆𝑖𝑙.
The next decision is how to select the 𝑘 neighbors that will be

used for the computation of the posterior probabilities. We have two
different alternatives. We can select the same set of neighbors for all
the labels. In that case, we consider an instance for computing the
neighbors if it is selected for at least one of the labels. That is, we
consider instance 𝐱𝑖 if and only if 𝐒𝑖⋅ ≠ 𝟎. With this setup, the number
of actual neighbors considered for each label is different because for
a certain label 𝑙 some of the members 𝐱𝑖 ∈ 𝑁(𝐱𝑗 ) may be unselected,
𝑆𝑖𝑙 = 0.

The second alternative is to consider the same number of neighbors
for every label, meaning that the set of neighbors for every label will be
different. In such a case, an instance 𝐱𝑖 is considered for computing the
neighbors for label 𝑙 if and only if 𝑆𝑖𝑙 = 1. In this case, for an instance
𝐱𝑗 , we have a different set of 𝑘-nearest neighbors 𝑁𝑙(𝐱𝑗 ) for every label
𝑙 ∈  .

Algorithm 1 summarizes the first version, and Algorithm 2 summa-
rizes the second version. In the experimental setup, we will refer to the
first algorithm as PARIS and to the second version as PARIS+LK, PARIS
with local k. We name this algorithm PARIS with local k because the
practical result of the method is the use of a different k value for every
label depending on 𝐒.

For BR method, the adaptation of PARIS is straightforward. In
BR method, we have a set of binary classifiers (𝑔1, 𝑔2,… , 𝑔𝑞), where
classifier 𝑔𝑗 is constructed using the training set 𝑗 = {(𝐱𝑖, 𝜙(𝑌𝑖, 𝑦𝑗 ))|1 ≤
𝑖 ≤ 𝑚}, where

𝜙(𝑌𝑖, 𝑦𝑗 ) =

{

+1, if 𝑦𝑗 ∈ 𝑌𝑖
−1, otherwise.

(2)

The definitions of 𝑗 and 𝜙(⋅) are modified according to the descrip-
tion of our algorithm, 𝑗 = {(𝐱𝑖, 𝜙(𝐱𝑖, 𝑌 ′

𝑖 , 𝑌 ′
𝑖))|1 ≤ 𝑖 ≤ 𝑚}, 𝑦𝑗 ∈ 𝑌 ′

𝑖 ∨ 𝑦𝑗 ∈
𝑌 ′

𝑖, and

𝜙(𝐱𝑖, 𝑌 ′
𝑖 , 𝑌 ′

𝑖) =

{

+1, if 𝑦𝑗 ∈ 𝑌 ′
𝑖

−1, if 𝑦𝑗 ∈ 𝑌 ′
𝑖.

(3)

The testing stage of BR is not modified. Once the classifiers are
trained using the subsets defined above, the algorithm proceeds as in
its standard definition.
122
Algorithm 1: PARIS implementation for ML-kNN.
Data: A training set 𝑇 = {(𝐱𝑖, 𝑦𝑖,𝐒)}, 1 ≤ 𝑖 ≤ 𝑝,

𝐱𝑖 ∈ 𝑋, 𝑦𝑖 ∈  = {0, 1}𝑞 , 𝑆𝑖𝑙 ∈ {0, 1}, 𝑘, 𝑡, 𝑠
Result: [𝐲𝑡, 𝐫𝑡]
/* Computing prior probabilities */

[1] for 𝑙 ∈  do
[3][3] 𝑃 (𝐻 𝑙

1) = (𝑠 +
∑𝑚

𝑖=1,𝑆𝑖𝑙=1
𝐲𝑥𝑖 (𝑙))∕(𝑥 × 2 + 𝑚𝑙), 𝑚𝑙 =

∑𝑚
𝑖=1 𝑆𝑖𝑙

[5][5] 𝑃 (𝐻 𝑙
0) = 1 − 𝑃 (𝐻 𝑙

1)

/* Computing posterior probabilities */
[7][7] Identify 𝑁(𝑥𝑖), 𝑖 ∈ {1, 2,… , 𝑚}
[8] for 𝑙 ∈  do
[9] for 𝑗 ∈ {0, 1,. . . ,𝑘𝑙} do
[11][11] 𝑐[𝑗] = 𝑐′[𝑗] = 0

12] for 𝑖 ∈ {1, 2,… , 𝑚} do
[14][14] 𝛿 = 𝐂𝑥𝑖 (𝑙) =

∑

𝑎∈𝑁(𝑥𝑖) 𝐲𝑎(𝑙)
[15] if 𝐲𝑥𝑖 == 𝑙 then
[17][17] 𝑐[𝛿] = 𝑐[𝛿] + 1
[18] else
[20][20] 𝑐′[𝛿] = 𝑐′[𝛿] + 1

21] for 𝑗 ∈ {0, 1,. . . ,𝑘𝑙} do
[23][23] 𝑃 (𝐸𝑙

𝑗 |𝐻
𝑗
1 ) = (𝑠 + 𝑐[𝑗])∕(𝑠 × (𝑘𝑙 + 1) +

∑𝑘𝑙
𝑝=0 𝑐[𝑝])

[25][25] 𝑃 (𝐸𝑙
𝑗 |𝐻

𝑗
0 ) = (𝑠 + 𝑐′[𝑗])∕(𝑠 × (𝑘𝑙 + 1) +

∑𝑘𝑙
𝑝=0 𝑐

′[𝑝])

/* Computing 𝐲𝑡 and 𝐫𝑡 */
27]27] Identify 𝑁(𝑡),
28] for 𝑙 ∈  do
30]30] 𝐂𝑡(𝑙) =

∑

𝑎∈𝑁(𝑡) 𝐲𝑎(𝑙)
32]32] 𝐲𝑡(𝑙) = argmax𝑏∈{0,1} 𝑃 (𝐻 𝑙

𝑏)𝑃 (𝐸
𝑙
𝐂𝑡(𝑙)

|𝐻 𝑙
𝑏)

34]34] 𝐫𝑡(𝑙) = 𝑃 (𝐻 𝑙
1|𝐸

𝑙
𝐂𝑡(𝑙)

) = (𝑃 (𝐻 𝑙
1)𝑃 (𝐸

𝑙
𝐂𝑡(𝑙)

|𝐻 𝑙
1))∕𝑃 (𝐸

𝑙
𝐂𝑡(𝑙)

) =
(𝑃 (𝐻 𝑙

1)𝑃 (𝐸
𝑙
𝐂𝑡(𝑙)

|𝐻 𝑙
1))∕𝑃 (𝐸

𝑙
𝐂𝑡(𝑙)

)∕(
∑

𝑏∈{0,1}(𝑃 (𝐻
𝑙
𝑏)𝑃 (𝐸

𝑙
𝐂𝑡(𝑙)

)|𝐻 𝑙
𝑏))

36]36] Return [𝐲𝑡, 𝐫𝑡]

The third method we have adapted is classifier chains (CC). The
adaptation is almost as straightforward as for BR. CC is defined as
follows [1]: For 𝑞 possible class labels {𝑦1, 𝑦2,… , 𝑦𝑞}, a permutation
function 𝜏 ∶ {1,… , 𝑞} → {1,… , 𝑞} defines an ordering of the labels. For
the 𝑗th label, 𝑦𝜏(𝑗), (1 ≤ 𝑗 ≤ 𝑞), a binary training set is constructed by
appending each instance with its relevant labels preceding 𝑦𝜏𝑗 :

𝜏(𝑗) =
{(

[𝐱𝑖,𝐩𝐫𝐞𝑖𝜏(𝑗)], 𝜙(𝑌𝑖, 𝑦𝜏(𝑗))
)

|1 ≤ 𝑖 ≤ 𝑚
}

, (4)

where 𝐩𝐫𝐞𝑖𝜏(𝑗) = 𝜙(𝑌𝑖, 𝑦𝜏(1)),… , 𝜙(𝑌𝑖, 𝑦𝜏(𝑗−1)). With this training set, a
certain binary learning algorithm is used to induce the binary classifier:
𝑔𝜏(𝑗) ∶  × {−1,+1}𝑗−1 → . To predict an unseen instance 𝐪, the
outputs of the chain must be obtained. Let 𝜆𝐪𝜏(𝑗) represent the predicted
assignment of 𝑦𝜏(𝑗) for 𝐪:

𝜆𝐪𝜏(1) = sign(𝑔𝜏(𝑗)(𝐪)) (5)

𝜆𝐪𝜏(𝑗) = sign(𝑔𝜏(𝑗)[𝐪, 𝜆
𝐪
𝜏(1),… , 𝜆𝐪𝜏(𝑗−1)]), (2 ≤ 𝑗 ≤ 𝑞). (6)

The predicted set of labels is given by:

𝑌 = {𝑦𝜏(𝑗)|𝜆
𝐪
𝜏(𝑗) = +1, 1 ≤ 𝑗 ≤ 𝑞}. (7)

As in the case for BR, we only need to modify the training stage of
this method, as the testing stage will remain the same. The training set
for the classifier 𝑗th is given by

𝜏(𝑗) =
{(

[𝐱𝑖,𝐩𝐫𝐞𝑖𝜏(𝑗)], 𝜙(𝑌𝑖, 𝑦𝜏(𝑗))
)

|1 ≤ 𝑖 ≤ 𝑚
}

, 𝑦𝑗 ∈ 𝑌 ′
𝑖 ∨ 𝑦𝑗 ∈ 𝑌 ′

𝑖. (8)

Other methods can also be adapted to the partial instance selection.

However, with these three descriptions, we have clearly shown the
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Algorithm 2: PARIS(LK) implementation for ML-kNN.
Data: A training set 𝑇 = {(𝐱𝑖, 𝑦𝑖,𝐒)}, 1 ≤ 𝑖 ≤ 𝑝,

𝐱𝑖 ∈ 𝑋, 𝑦𝑖 ∈  = {0, 1}𝑞 , 𝑆𝑖𝑙 ∈ {0, 1}, 𝑘, 𝑡, 𝑠
Result: [𝐲𝑡, 𝐫𝑡]
/* Computing prior probabilities */

[1] for 𝑙 ∈  do
[3][3] 𝑃 (𝐻 𝑙

1) = (𝑠 +
∑𝑚

𝑖=1,𝑆𝑖𝑙=1
𝐲𝑥𝑖 (𝑙))∕(𝑥 × 2 + 𝑚𝑙), 𝑚𝑙 =

∑𝑚
𝑖=1 𝑆𝑖𝑙

[5][5] 𝑃 (𝐻 𝑙
0) = 1 − 𝑃 (𝐻 𝑙

1)

/* Computing posterior probabilities */
[7][7] Identify 𝑁𝑙(𝑥𝑖), 𝑖 ∈ {1, 2,… , 𝑚}, 𝑙 ∈ {1, 2,… , 𝑞}
[8] for 𝑙 ∈  do
[9] for 𝑗 ∈ {0, 1,. . . ,𝑘𝑙} do
[11][11] 𝑐[𝑗] = 𝑐′[𝑗] = 0

12] for 𝑖 ∈ {1, 2,… , 𝑚} do
[14][14] 𝛿 = 𝐂𝑥𝑖 (𝑙) =

∑

𝑎∈𝑁𝑙 (𝑥𝑖) 𝐲𝑎(𝑙)
[15] if 𝐲𝑥𝑖 == 𝑙 then
[17][17] 𝑐[𝛿] = 𝑐[𝛿] + 1
[18] else
[20][20] 𝑐′[𝛿] = 𝑐′[𝛿] + 1

21] for 𝑗 ∈ {0, 1,. . . ,𝑘𝑙} do
[23][23] 𝑃 (𝐸𝑙

𝑗 |𝐻
𝑗
1 ) = (𝑠 + 𝑐[𝑗])∕(𝑠 × (𝑘𝑙 + 1) +

∑𝑘𝑙
𝑝=0 𝑐[𝑝])

[25][25] 𝑃 (𝐸𝑙
𝑗 |𝐻

𝑗
0 ) = (𝑠 + 𝑐′[𝑗])∕(𝑠 × (𝑘𝑙 + 1) +

∑𝑘𝑙
𝑝=0 𝑐

′[𝑝])

/* Computing 𝐲𝑡 and 𝐫𝑡 */
27]27] Identify 𝑁𝑙(𝑡),
28] for 𝑙 ∈  do
30]30] 𝐂𝑡(𝑙) =

∑

𝑎∈𝑁𝑙 (𝑡) 𝐲𝑎(𝑙)
32]32] 𝐲𝑡(𝑙) = argmax𝑏∈{0,1} 𝑃 (𝐻 𝑙

𝑏)𝑃 (𝐸
𝑙
𝐂𝑡(𝑙)

|𝐻 𝑙
𝑏)

34]34] 𝐫𝑡(𝑙) = 𝑃 (𝐻 𝑙
1|𝐸

𝑙
𝐂𝑡(𝑙)

) = (𝑃 (𝐻 𝑙
1)𝑃 (𝐸

𝑙
𝐂𝑡(𝑙)

|𝐻 𝑙
1))∕𝑃 (𝐸

𝑙
𝐂𝑡(𝑙)

) =
(𝑃 (𝐻 𝑙

1)𝑃 (𝐸
𝑙
𝐂𝑡(𝑙)

|𝐻 𝑙
1))∕𝑃 (𝐸

𝑙
𝐂𝑡(𝑙)

)∕(
∑

𝑏∈{0,1}(𝑃 (𝐻
𝑙
𝑏)𝑃 (𝐸

𝑙
𝐂𝑡(𝑙)

)|𝐻 𝑙
𝑏))

36]36] Return [𝐲𝑡, 𝐫𝑡]

procedure to adapt our proposal to the current methods for multi-label
learning.

3.1. Evolutionary algorithm description

Having defined how the description of the multi-label learning
methods was modified for partial instance selection, we now describe
the details of the algorithm used to obtain the partial selection 𝐒. We
formulate our problem as an optimization problem that consists of
obtaining the best selection 𝐒 from the space of all possible selections.
It is evident that we face a large search space and a complex way to
evaluate each solution. In such situations, evolutionary algorithms have
proven their efficiency.

For the evolutionary algorithm, we propose a method that is as sim-
ple as possible, while achieving efficiency. The population is evolved
using a CHC genetic algorithm. We use this algorithm due to its
simplicity and the fact that it has been shown to obtain good results
for instance selection for the single-label case [20]. CHC [21] stands
for Cross generational elitist selection, Heterogeneous recombination, and
Cataclysmic mutation. The nontraditional CHC genetic algorithm differs
from the traditional GAs in several ways [22]:

1. To obtain the next generation for a population of size 𝑁 , the par-
ents and offspring are put together, and the 𝑁 best individuals
are selected.

2. To avoid premature convergence, only different individuals, sep-
arated by a threshold Hamming distance – in our implementa-
tion 𝑛∕4 bits, 𝑛 being the length of the chromosome – are allowed
to mate.
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3. During crossover, two parents exchange exactly half of their
non-matching bits. This operator is the Half Uniform Crossover
(HUX) [21].

4. Mutation is not used during the regular evolution in order to
avoid premature convergence or stagnation of the search. In-
stead, the population is reinitialized when the individuals are
not diverse. In such a case, only the best individual is kept in
the new population.

Each individual 𝑖 of the population is a binary matrix 𝐒𝑖, where
𝑆 𝑖
𝑗𝑙 means whether label 𝑙 is selected for instance 𝑗. In the following

sections, we describe the different aspects of the implementation.

3.2. Fitness of the individuals

Our population, 𝑃 , is composed of 𝑛 individuals, 𝐒𝑖, as defined
above. For the fitness measure of an individual 𝐒𝑖, 𝑓𝑖, we use the
simplest approach. The fitness first term is the classification perfor-
mance of the dataset represented by the individual. As stated below,
particularly in Section 4.2, we consider three different performance
metrics in the comparison of the methods: F1, F1 macro-averaged, and
F1 micro-averaged. Thus, the classification performance fitness term of
an individual is given by

𝑐𝑓𝑖 = 𝐹1(𝐶(𝐒𝑖)) + 𝐹1macro(𝐶(𝐒𝑖)) + 𝐹1micro(𝐶(𝐒𝑖)), (9)

here 𝑀(𝐶(𝐒𝑖)) is the value of metric 𝑀 when evaluated using classi-
ier 𝐶, and the partial selection is given by 𝐒𝑖. In evolutionary instance
election [20], it is common to add a reduction ability term to the
itness of the individual:

𝑖 = 1 − 1
𝑝𝑞

𝑝
∑

𝑗=1

𝑞
∑

𝑙=1
[[𝑆𝑖

𝑗𝑙 = 0]], (10)

here [[𝑡]] is 1 if predicate 𝑡 holds and 0 otherwise. The fitness of the
ndividual, 𝑓𝑖, is the weighted combination of these two terms:

𝑖 = 𝑐𝑓𝑖 + 𝛼𝑟𝑖. (11)

In the experiments, we study the behavior of our method in terms
of 𝛼. These experiments show that the method using a reduction term
provides better results than the same algorithm without reduction.

3.3. Initialization of the population

The initialization of the individuals can be carried out as normal
for evolutionary instance selection. A certain probability, 𝑝𝑖, is set, and
the initial population is obtained accordingly. However, our partial
approach can use a more efficient initialization. As stated, most of the
instances present a large imbalance ratio for many labels; thus, using
the same probability for every label might be a suboptimal approach.
As an example, Fig. 1 shows a histogram of the imbalance ratio for all
the labels of all the datasets used in this paper. The figure shows clearly
the large imbalance of most of the labels. For that reason, we developed
a second method based on undersampling the majority class for every
label in the initialization process.

For this method, we also use an initialization probability 𝑝𝑖; how-
ver, the process takes into account the imbalance ratio of the label.
or label 𝑙 initialization, we obtain the imbalance ratio of the label 𝑖𝑟𝑙,
s the ratio between the majority and minority class samples:

𝑟𝑙 =
∑

𝑝 𝐱𝑖 ∶ 𝑦𝑙 ∈ 𝑌𝑙
∑

𝑝 𝐱𝑖 ∶ 𝑦𝑙 ∈ 𝑌𝑙
, (12)

or the usual case, when the minority class correspond to the case of
abel 𝑙 being in the set of relevant labels. For the minority class initial-
zation, 𝑝𝑖 is used; for the majority class, we use 𝑝′𝑖 , 𝑝

′
𝑖 = 𝑖𝑟𝑙𝑝𝑖. With this

ethod, all classes have an approximately balanced distribution for the
nitial population. In the experiments, this latter method is designated
ARIS(US) for PARIS with undersampling (US) initialization.
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Fig. 1. Histogram of the label imbalance ratio distribution for all datasets used in the experiments. All ratios above 1,000 are summarized in the last bar for better legibility.
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3.4. Scalability of our approach

One of the problems with evolutionary instance and training set se-
lection is its computational cost, especially for the latter. Although evo-
lutionary algorithms obtain very compact datasets where the classifica-
tion performance usually matches or even improves that of the whole
dataset, the time needed for the evolution is usually very long [23].

For single-label learning, random partition has been successfully
applied for scaling up instance selection [24,25]. In that approach, the
training set 𝑇 is randomly partitioned into 𝑡 subsets randomly, such
as:

𝑇 =
⋃

𝑖
𝑡𝑖, 𝑡𝑖 ∩ 𝑡𝑗 = ∅,∀𝑖, 𝑗. (13)

In the most common approach, a stratified sampling is used, where
every subset 𝑡𝑖 has a class distribution similar to 𝑇 . For the multi-label
case, we can also use the random partition for scaling up our method.
However, the concept of the stratified partition for multi-label problems
is not as straightforward as for single-label datasets. A few methods
have been developed to improve the data partition for performance
estimation [26,27]. However, we rely on simple random sampling with
good results.

In the following experiments, we use a random partition of the data
in subsets of 1,000 samples when the number of instances in the dataset
is above this size. As each instance is in one and only one subset, the
final result of the algorithm is the aggregation of the results of the
partial selection for every subset.

4. Experimental setup

To make a fair comparison between the standard algorithms and
our proposed approach, we selected a set of 45 datasets with a wide
ranging number of patterns, features, and labels. A summary of these
datasets is provided in Table 1. To estimate the storage reduction
and classifier performance, we used tenfold cross-validation. The table
shows a detailed description of the characteristics of the datasets,
including the number of instances of the datasets, the number of inputs,
the number of labels, the label cardinality, the label density, the label
diversity, the proportion of distinct labels, and the MeanIR and CVIR
measures. The label cardinality is measured as:

𝐿𝐶𝑎𝑟𝑑() = 1
𝑚
∑

|𝑌𝑖. (14)
124

𝑚 𝑖=1
The label density is given by:

𝐿𝐷𝑒𝑛() = 1
||

𝐿𝐶𝑎𝑟𝑑(). (15)

The label diversity measures the number of distinct label sets
present in the dataset:

𝐿𝐷𝑖𝑣() = |{𝑌 |∃𝐱 ∶ (𝐱, 𝑌 ) ∈ }. (16)

The label diversity can be normalized by the number of instances
to indicate the proportion of distinct label sets:

𝑃𝐿𝐷𝑖𝑣() = 1
||

𝐿𝐷𝑖𝑣(). (17)

The last two measures are used to study the imbalance of the labels
of the datasets. Charte et al. [13] proposed new measures to evaluate
the imbalance of a multi-label dataset due to the lack of information
given by the known ones, such as density. First, an imbalance ratio
per label (IRLbl) is defined for label 𝑦 ∈  , as the ratio between the
majority label and label 𝑦:

𝐼𝑅𝐿𝑏𝑙(𝑦) =
argmax𝑦′∈

∑

ℎ(𝑦′, 𝑌𝑖)
∑

ℎ(𝑦, 𝑌𝑖)
, (18)

where

ℎ(𝑦, 𝑌𝑖) =

{

1, 𝑦 ∈ 𝑌𝑖
0, 𝑦 ∉ 𝑌𝑖.

(19)

IRLbl has a minimum value of 1 for the most frequent label and
higher values for more imbalanced labels. In order to obtain a measure
of the global imbalance of the dataset, the mean imbalance ratio
(MeanIR) is also defined:

𝑀𝑒𝑎𝑛𝐼𝑅 = 1
||

∑

𝑦∈
𝐼𝑅𝐿𝑏𝑙(𝑦). (20)

However, very different label distributions can have the same
eanIR value. Hence, the coefficient of variation of IRLbl (CVIR) is

lso defined to account for this. The CIVR indicates whether all labels
uffer from a similar degree of imbalance or whether there are large
ifferences among them. The measure is given by:

𝑉 𝐼𝑅 =
𝐼𝑅𝐿𝑏𝑙𝜎
𝑀𝑒𝑎𝑛𝐼𝑅

,

𝐼𝑅𝐿𝑏𝑙𝜎 =

√

√

√

√

∑ (𝐼𝑅𝐿𝑏𝑙(𝑦) −𝑀𝑒𝑎𝑛𝐼𝑅)2

|| − 1
.

(21)
𝑦∈
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Table 1
Characteristics of the datasets used in the experiments.

Dataset Instances Inputs #Labels LCard LDen LDiv PLDiv MeanIR CVIR

1 3s-bbc1000 352 1000 6 1.13 0.1875 15.0 0.0426 1.7182 0.2796
2 3s-guardian1000 302 1000 6 1.13 0.1876 14.0 0.0464 1.7733 0.3030
3 3s-inter3000 169 3000 6 1.14 0.1903 11.0 0.0651 1.7659 0.6096
4 3s-reuters1000 294 1000 6 1.13 0.1876 14.0 0.0476 1.7891 0.3130
5 corel16k005 13847 500 160 2.86 0.0179 1784.0 0.1288 34.9364 0.7282
6 delicious 16105 500 983 19.04 0.0194 3936.0 0.2446 71.1338 0.7405
7 emotions 593 72 6 1.87 0.3114 27.0 0.0455 1.4781 0.1796
8 enron 1702 1001 53 3.38 0.0637 753.0 0.4424 73.9528 1.9596
9 flags 194 43 7 3.39 0.4845 54.0 0.2784 2.2547 0.7648
10 foodtruck 407 31 12 2.29 0.1908 116.0 0.2850 7.0945 0.6914
11 genbase 662 1185 27 1.25 0.0464 32.0 0.0483 37.3146 1.4494
12 GnegativePseAAC 1392 440 8 1.05 0.1307 19.0 0.0136 18.4476 1.3945
13 IMDB-ECC-F 95424 1001 28 1.92 0.0687 3449.0 0.0361 26.2919 1.4853
14 LLOG-F 1460 1003 75 1.38 0.0183 278.0 0.2219 39.2669 1.3106
15 mediamill 43907 120 101 4.56 0.0451 3507.0 0.0832 256.4047 1.1749
16 medical 978 1449 45 1.25 0.0277 94.0 0.0961 89.5014 1.1476
17 OHSUMED-F 13929 1002 23 1.66 0.0723 1147.0 0.0823 7.8692 0.8920
18 PlantPseAAC 978 440 12 1.08 0.0899 32.0 0.0327 6.6904 0.7123
19 rcv1subset1 6000 47236 101 2.88 0.0285 837.0 0.1395 54.4923 2.0806
20 rcv1subset2 6000 47236 101 2.63 0.0261 800.0 0.1333 45.5138 1.7148
21 rcv1subset3 6000 47236 101 2.61 0.0259 783.0 0.1305 68.3326 2.9901
22 rcv1subset4 6000 47236 101 2.48 0.0246 698.0 0.1163 89.3713 2.3336
23 rcv1subset5 6000 47236 101 2.64 0.0262 782.0 0.1303 69.6815 2.6979
24 SLASHDOT-F 3782 1079 22 1.18 0.0537 156.0 0.0412 17.6931 2.4155
25 Stackex_coffee 225 1763 123 1.99 0.0162 149.0 0.6622 27.2415 0.5715
26 tmc2007 28596 49060 22 2.16 0.0981 1341.0 0.0469 15.1567 0.7633
27 Water-quality 1060 16 14 5.10 0.3644 824.0 0.7818 1.7671 0.3016
28 Yahoo_Arts 7484 23146 26 1.65 0.0636 599.0 0.0800 94.7379 3.8059
29 Yahoo_Computers 12444 34096 33 1.51 0.0457 428.0 0.0344 176.6952 1.9062
30 Yahoo_Education 12030 27534 33 1.46 0.0443 511.0 0.0425 168.1137 1.7756
31 Yahoo_Entertainment 12730 32001 21 1.41 0.0673 337.0 0.0265 64.4169 1.5398
32 Yahoo_Health 9205 30605 32 1.64 0.0514 335.0 0.0364 653.5306 1.9399
33 Yahoo_Recreation 12828 30324 22 1.43 0.0650 530.0 0.0413 12.2030 1.3899
34 Yahoo_Reference 8027 39679 33 1.17 0.0356 275.0 0.0343 461.8628 2.0073
35 Yahoo_Science 6428 37187 40 1.45 0.0362 457.0 0.0711 52.6318 1.6349
36 Yahoo_Social 12111 52350 39 1.28 0.0328 361.0 0.0298 257.7044 2.3431
37 Yahoo_Society 14512 31802 27 1.67 0.0619 1054.0 0.0726 302.0678 4.5633
38 yeast 2417 103 14 4.24 0.3026 198.0 0.0819 7.1968 1.8838
39 bibtex 7395 1836 159 2.40 0.0151 1654.0 0.2237 12.4983 0.4051
40 Corel5k 5000 499 373 3.52 0.0094 1453.0 0.2906 189.5676 1.5266
41 Stackex_chemistry 6861 540 175 2.11 0.0121 1452.0 0.2088 56.8779 0.8964
42 Stackex_chess 1675 585 227 2.42 0.0106 508.0 0.3038 85.7898 0.8167
43 Stackex_cooking 10491 577 400 2.25 0.0056 1712.0 0.1653 37.8576 0.6513
44 Stackex_cs 9270 635 274 2.57 0.0094 1489.0 0.1613 85.0023 0.7596
45 Stackex_philosophy 3971 842 233 2.28 0.0098 1072.0 0.2708 68.7532 0.7989
a
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The comparison with other baseline methods has the problem that
ew methods have been developed for instance selection for multi-label
atasets. We compared the methods described in the Related Work
ection and an evolutionary computation approach and found the latter
utperformed the other methods. So, an evolutionary algorithm was
sed as the baseline method to compare with our method.

For this evolutionary algorithm, we designed a method that has
roven its efficiency for single-label instance selection [28]. The popu-
ation was evolved using an adaptation of the CHC genetic algorithm,
s used for PARIS. The size of the population and the evolution time
as the same for both the standard CHC algorithm and PARIS. The

itness function was also the same to avoid any bias towards any of the
lgorithms.

The source code, written in C and licensed under the GNU General
ublic License, used for all methods, as well as the partitions of the
atasets, are freely available upon request from the authors.

.1. Statistical tests

We used the Wilcoxon test [29] as the main statistical test for
omparing pairs of algorithms. This test was chosen because it assumes
imited commensurability and is safer than parametric tests because
t does not assume normal distributions or the homogeneity of the
ariance. Furthermore, the empirical results [29] showed that this test
as stronger than other tests.
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The test [30] is formulated as follows: Let 𝑑𝑖 be the difference
between the error values of the methods on the 𝑖th dataset. These
differences are ranked in accordance with their absolute values; in the
case of a tie, an average rank is assigned. Let 𝑅+ be the sum of the
ranks of the datasets in which the second algorithm outperformed the
first, and let be 𝑅− the sum of the ranks of the datasets in which the
first algorithm outperformed the second. The ranks for 𝑑𝑖 = 0 are split
evenly between the sums:

𝑅+ =
∑

𝑑𝑖>0
rank(𝑑𝑖) +

1
2
∑

𝑑𝑖=0
rank(𝑑𝑖) (22)

nd
− =

∑

𝑑𝑖<0
rank(𝑑𝑖) +

1
2
∑

𝑑𝑖=0
rank(𝑑𝑖). (23)

Let 𝑇 be the smaller of the two sums, and let 𝑁 be the number of
atasets. For a small 𝑁 , there are tables providing the exact critical
alues for 𝑇 . For a larger 𝑁 , the statistic

=
𝑇 − 1

4𝑁(𝑁 + 1)
√

1
24𝑁(𝑁 + 1)(2𝑁 + 1)

(24)

is distributed approximately following 𝑁(0, 1). In the tables of the
results, we show the values of 𝑅+ and 𝑅− together with the 𝑝-value

of the test.
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In our experiments, we also compared groups of methods. In such
cases, it was not advisable to use pairwise statistical tests such as the
Wilcoxon test. Instead, we first applied the Iman–Davenport test to
ascertain whether there were significant differences among the meth-
ods. The Iman–Davenport test is based on the 𝜒2

𝐹 Friedman test, which
compares the average ranks of 𝑘 algorithms, but the former is more
powerful. After applying the Iman–Davenport test, we can use any of
the general procedures available for controlling the family-wise error
in multiple hypothesis testing. One of the simplest methods of this type
is Holm’s procedure [29], which was the one used in our experiments.

In Holm’s procedure, the best-performing algorithm in terms of
Friedman’s ranks is compared in a stepwise manner against the other
methods. The test statistic for comparing the 𝑖th and 𝑗th methods is

𝑧 =
(𝑅𝑖 − 𝑅𝑗 )

√

𝑘(𝑘 + 1)∕6𝑁
. (25)

The 𝑧 value is used to find the corresponding probability from the
normal distribution table, which is then compared against an appropri-
ate 𝛼. The tests differ in how the 𝛼 value is adjusted to compensate for
multiple comparisons. The ordered 𝑝-values are denoted by 𝑝1, 𝑝2,…,
such that 𝑝1 ≤ 𝑝2 ≤ ⋯ ≤ 𝑝𝑘−1. Holm’s step-down procedure starts
with the most significant 𝑝-value. If 𝑝1 is less than 𝛼∕(𝑘 − 1), then the
corresponding hypothesis is rejected, and 𝑝2 with 𝛼∕(𝑘−2) can be tested.
If the second hypothesis is rejected, then the test proceeds to the third,
and so on. As soon as a certain null hypothesis cannot be rejected, all
remaining null hypotheses are also retained.

When the Iman–Davenport test rejects a null hypothesis, we can
also proceed with a post hoc Nemenyi test [31], which compares
groups of methods. The performances of two classifiers are considered
significantly different if the corresponding average ranks differ by at
least the following critical difference:

𝐶𝐷 = 𝑞𝛼

√

𝑘(𝑘 + 1) 6
𝑁

, (26)

where the critical value 𝑞𝛼 is based on the studentized range statistic
ivided by

√

2, 𝑁 is the number of datasets, and 𝑘 is the number
of compared methods. As a graphical representation of the Nemenyi
test, we used the plots described by Demšar [29]. When comparing the
algorithms against one another, we connected each group of algorithms
that were not significantly different with a horizontal line. We also
showed the critical difference above the graph. For all statistical tests,
we used a significance level of 0.05.

4.2. Multi-label evaluation metrics

The evaluation of multi-label classification methods is relatively
difficult because the prediction for an instance is a set of labels,
and the result can be fully correct, partially correct (with different
levels of correctness), or fully incorrect [32,33]. Thus, many different
metrics have been proposed [1]. The metrics can be divided into two
major groups: example-based (EB) metrics and label-based (LB) metrics.
The former evaluate the learning system on each instance (example)
separately and then obtain a unique measure averaging the value across
the test set. The latter obtain the performance of the learning system
for each class label separately and then return a unique measure by
means of macro/micro-averaging across all class labels. Furthermore,
the metrics can be focused on classification (using ℎ(⋅)) or ranking
(using 𝑓 (⋅)). There are many metrics defined in the literature [1]. We
restricted our study to classification metrics.

4.2.1. Example-based metrics
The most important example-based metrics are given below:

1. Subset accuracy evaluates the fraction of correctly classified ex-
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amples, that is, the examples for which the predicted set of labels
is identical to the set of relevant labels:

subsetacc(ℎ) = 1
𝑝

𝑝
∑

𝑖=1
[[ℎ(𝐱𝑖) = 𝑖]], (27)

where [[𝜋]] returns 1 if predicate 𝜋 is true and 0 otherwise.
This metric can be considered the multi-label counterpart of the
accuracy metric. It can be overly strict, especially if the number
of labels, 𝑞, is large. As is the case for accuracy, a perfect model
would have a value of 1 for this metric.

2. Hamming Loss [34] evaluates the number of times a label not
belonging to an instance is predicted or a label belonging to an
instance is not predicted.

Hamming Loss(ℎ) = 1
𝑝

𝑝
∑

𝑖=1

1
𝑞
|ℎ(𝐱𝑖)𝛥𝑖|, (28)

where 𝛥 indicates the symmetric difference between two sets and
corresponds to the XOR operation in Boolean logic. With respect
to this metric, the performance is optimal when its value is zero,
and higher values signify a decrease in performance.

3. Accuracy [34,35] is defined as the proportion of the number
of correctly predicted labels to the total number (predicted and
actual) of labels for an instance:

Accuracy(ℎ) = 1
𝑝

𝑝
∑

𝑖=1

|ℎ(𝐱𝑖)
⋂

𝑖|

|ℎ(𝐱𝑖)
⋃

𝑖|
. (29)

With respect to this metric, the performance is optimal when
its value is one, and lower values indicate a decrease in perfor-
mance.

4. Precision [34,35] is the average proportion of the number of
correctly predicted labels to the total number of predicted labels:

Precision(ℎ) = 1
𝑝

𝑝
∑

𝑖=1

|ℎ(𝐱𝑖)
⋂

𝑖|

|ℎ(𝐱𝑖)|
. (30)

With respect to this metric, the performance is optimal when
its value is one, and lower values indicate a decrease in perfor-
mance.

5. Recall is the average proportion of the number of correctly
predicted labels to the total number of relevant labels:

Recall(ℎ) = 1
𝑝

𝑝
∑

𝑖=1

|ℎ(𝐱𝑖)
⋂

𝑖|

|𝑖|
. (31)

With respect to this metric, the performance is optimal when
its value is one, and lower values indicate a decrease in perfor-
mance.

6. F𝛽 is an integrated version of recall and precision with a balanc-
ing factor 𝛽. The most common used value is 𝛽 = 1. The metric
is given by

𝐹 𝛽 (ℎ) =
(1 + 𝛽2) ⋅ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(ℎ) ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙(ℎ)
𝛽2 ⋅ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(ℎ) + 𝑅𝑒𝑐𝑎𝑙𝑙(ℎ)

. (32)

With respect to this metric, the performance is optimal when
its value is one, and lower values indicate a decrease in perfor-
mance.

4.2.2. Label-based metrics
For label-based metrics, we first must define the four basic quan-

tities that characterize the binary classification of each label based on
function ℎ(⋅):

𝑇𝑃𝑗 = |{𝐱𝑖|𝑦𝑗 ∈ 𝑖 ∧ 𝑦𝑗 ∈ ℎ(𝐱𝑖), 1 ≤ 𝑖 ≤ 𝑝}|, (33)
𝐹𝑃𝑗 = |{𝐱𝑖|𝑦𝑗 ∉ 𝑖 ∧ 𝑦𝑗 ∈ ℎ(𝐱𝑖), 1 ≤ 𝑖 ≤ 𝑝}|,

𝑇𝑁𝑗 = |{𝐱𝑖|𝑦𝑗 ∉ 𝑖 ∧ 𝑦𝑗 ∉ ℎ(𝐱𝑖), 1 ≤ 𝑖 ≤ 𝑝}|,
𝐹𝑁𝑗 = |{𝐱𝑖|𝑦𝑗 ∈ 𝑖 ∧ 𝑦𝑗 ∉ ℎ(𝐱𝑖), 1 ≤ 𝑖 ≤ 𝑝}|.
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Fig. 2. The behavior of the reduction and classification performance (using F1, F1-macro, and F1-micro metrics) of PARIS(US) in terms of the initialization probability using
undersampling.
With these four quantities, most of the binary classification met-
rics can be adapted to multi-label problems. Considering any mea-
sure 𝐵(𝑇𝑃𝑗 , 𝐹𝑃𝑗 , 𝑇𝑁𝑗 , 𝐹𝑁𝑗 ), the label-based classification metric can be
obtained either by micro-averaging or macro-averaging [36]:

• Macro-averaging:

𝐵macro = 1
𝑞

𝑞
∑

𝑗=1
𝐵(𝑇𝑃𝑗 , 𝐹𝑃𝑗 , 𝑇𝑁𝑗 , 𝐹𝑁𝑗 ). (34)

• Micro-averaging:

𝐵micro =

𝐵

( 𝑞
∑

𝑗=1
𝑇𝑃𝑗 ,

𝑞
∑

𝑗=1
𝐹𝑃𝑗 ,

𝑞
∑

𝑗=1
𝑇𝑁𝑗 ,

𝑞
∑

𝑗=1
𝐹𝑁𝑗

)

. (35)

It is evident that accuracy metric is the same macro- and micro-
averaged. The use of different metrics is justified because they represent
the performance of the models from different points of view. However,
due to the multiplicity of metrics, we restrict ourselves to some of them.
First, we discarded the subset accuracy because it is too restrictive, and
we discarded the Hamming loss because in many datasets, due to the
low label density, it is too optimistic. Recall and precision should not
be considered alone, and accuracy is not a good metric for imbalanced
datasets. Thus, we used F1 for the example-based, and the macro-
averaged, F1macro, and micro-averaged, F1micro, for the label-based
versions.

5. Experimental results and discussion

We performed experiments with the standard ML-kNN, BR, CC, and
our approach. First, we carried out a set of experiments to study the
behavior of our proposal for a better understanding of how it worked.
This part of the study only used ML-kNN due to the large number
of experiments involved. Then, we performed experiments comparing
PARIS for ML-kNN, BR, and CC with their standard counterparts. In
the following sections, we report the results of the experiments, the
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results of the statistical tests, and the discussion of the results. The
study of the behavior of our method only used the training set to avoid
contaminating the comparison experiments.

5.1. Hyper-parameters

First, we carried out experiments to test the influence on PARIS of
the initialization for the population. We considered two aspects, as we
developed two ways of initializing the population (see Section 3.3), the
standard one considering a initialization probability common for all the
labels and the undersampling strategy. The first aspect to study was
whether there were differences in the performance between the two
approaches. A second aspect was studying the performance of the algo-
rithm depending on the initialization probability for both cases. Figs. 2
and 3 show the average value of the three classification metrics as the
initialization probability was changed. The values of the probabilities
tested for the two methods were not the same, as the initialization
probability did not have the same meaning in both cases.

As expected, the behavior of the reduction was different in both
cases. For the standard approach, the dependence of the final reduction
was almost linear with respect to the initialization of the population.
However, for the undersampling initialization, that was not the case.
We must bear in mind that for the undersampling initialization, the
actual initialization probability for each label also depended on the
imbalance ratio of the label; thus, the correlation between the initial-
ization probability and the actual number of 1’s in the population was
not as simple as in the standard initialization case.

Comparing both methods, the undersampling initialization outper-
formed the standard method in terms of reduction. That was an ex-
pected result as the former always initially selected fewer instances
than the latter.

Regarding the performance, in both cases, retaining a larger per-
centage of instances did not guarantee a better classification perfor-
mance. It seems that there were many useless, noisy, or redundant
instances. In fact, for F1 and F1-micro, the average performance tended

to improve with a larger reduction. On the other hand, F1-macro
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Fig. 3. The behavior of the reduction and classification performance (using F1, F1-macro, and F1-micro metrics) of PARIS in terms of the initialization probability.
Fig. 4. The behavior of the reduction and classification performance (using F1, F1-macro, and F1-micro metrics) of PARIS in terms of the reduction weight in the fitness function.
showed a better performance for smaller reduction percentages. Both
methods achieved similar classification performance values, but as
undersampling initialization obtained better reduction, it was chosen
for the remaining experiments. In the remaining we dropped the US
for simplicity, so when PARIS is used we are actually referring to PARIS
with undersampling initialization.
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Then, we carried out experiments to test the optimal 𝛼 value for our
approach. Fig. 4 shows the behavior of the partial instance selection in
terms of 𝛼. We tested values from 𝛼 = 0, meaning that the reduction
was not considered for the fitness, to 𝛼 = 1, meaning that the reduction
and classification performance had the same relative weight. However,

we must bear in mind that both terms of the fitness function, the
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Fig. 5. The behavior of the reduction and classification performance (using F1, F1-macro, and F1-micro metrics) of PARIS in terms of the maximum 𝑘 value.
classification performance and the reduction, did not have the same
range. The reduction had the range [0, 1] in the actual results of the
experiments. On the other hand, the classification performance was the
sum of three metrics, the F1, F1-macro, and F1-micro. In the actual
values of the experiments, this factor took values from [0, 3]. This
meant that even for 𝛼 = 1, the reduction was less relevant than the
classification performance for the fitness function. As the reduction
ability of our method was high, we did not pursue larger reductions.

As our target was the classification performance and not the reduc-
tion, we chose, for the remaining experiments, the value that achieved
the best classification performance value for each algorithm. The results
of this experiment showed that the values in the interval 𝛼 ∈ [0.4, 0.6]
were suitable for most datasets.

Our final experiment in this stage was aimed at studying the effect
of the maximum value of 𝑘 on the performance of PARIS. Fig. 5 shows
the average reduction and classification performance when different
values of 𝑘 were chosen within the set 𝑘 = {1, 3, 5, 7, 25, 50, 100}. The
behavior in terms of the classification performance was quite stable for
values above 10 neighbors. In terms of reduction, the ability to remove
instances decreased as the number of neighbors increased (see Fig. 5).

5.2. Comparison with standard methods

Our next step was the comparison with the standard version of the
tested multi-label methods. For ML-kNN, we tested ML-kNN with no in-
stance selection, (ML-kNN in the plots), ML-kNN with standard instance
selection (ML-kNN(IS)), ML-kNN with our approach (ML-kNN(PARIS)),
that with the local 𝑘 interpretation (ML-kNN(PARIS+LK)), the stan-
dard BR [32] (BR), that with our approach (BR(PARIS)), CC [37],
and that with our approach (CC(PARIS)). We added three additional
standard methods, RAndom k-labELsets [36] (RAkEL) with overlap-
ping (RAkELo) and non-overlapping (RAkELd) labelsets, label power-
set [36] (LP), and MLARAM [38], for a more thorough comparison.
For all cases, a decision tree trained with C4.5 algorithm was used
as the binary classifier. Decision trees were used because they are
fast, accurate, and do not need to finetune hyper-parameters for a
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good performance. For the standard methods we used scikit-multilearn
implementation [39].

In order to retain a fair comparison, we also cross-validated the
optimal values of the initialization probability and 𝛼 for the standard
instance selection approach. We obtained the best values for an initial-
ization probability of 0.25 and 𝛼 = 1. The detailed results are shown in
Tables 2, 3, and 4 for F1, F1-macro, and F1-micro metrics, respectively,
and in Table 5 for reduction.

Our first comparison was carried out using the Iman–Davenport and
Nemenyi tests. The Iman–Davenport showed significant differences for
all the experiments. The Nemenyi test is illustrated in Fig. 6 for F1,
F1-macro, and F1-micro metrics, reduction, and all the tested methods.
For F1, the Nemenyi test showed that PARIS always improved the
results of the standard method. ML-kNN(PARIS) and BR(PARIS) were
significantly better than ML-kNN and BR. CC(PARIS) achieved a better
Friedman rank than CC, although below the critical difference. It is
also worth mentioning that CC(PARIS) and ML-kNN(PARIS) obtained
the best average ranking, above all the remaining standard methods.
ML-kNN(PARIS+LK) was worse than ML-kNN(PARIS), although it was
significantly better than ML-kNN. The standard instance selection was
improved over ML-kNN, but it was worse than our approach.

For F1-macro metrics, the results showed a similar trend with
an even better behavior of PARIS. CC(PARIS), BR(PARIS), and ML-
kNN(PARIS) achieved the best average ranks. The large improvements
in BR(PARIS) and ML-kNN(PARIS) over BR and ML-kNN, respectively,
are noteworthy. Finally, for F1-micro, the results were somewhat dif-
ferent, with RAkEL among the top performing methods. However, the
improvement with PARIS over the standard version of each method was
still present. The reduction comparison is also shown in Fig. 6. The
reduction results showed that PARIS not only performed better than
the standard IS in terms of classification metrics, but it also achieved a
better reduction ability.

A further comparison was carried out with the Holm procedure for
the best performing method, CC(PARIS) for all metrics, and the remain-
ing models. Fig. 7 shows this comparison. For the three metrics, the
general advantage of our method was clear, with significant differences
in most cases.
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Table 2
The results for the standard methods and our approach for F1 metric.

Dataset ML-kNN(PARIS) ML-kNN ML-kNN(IS) CC LP MLARAM RAkEL BR ML-kNN(PARIS+LK) BR(PARIS) CC(PARIS)

3s-bbc1000 0.1731 0.2265 0.0556 0.2366 0.1487 0.4026 0.1594 0.0000 0.3432 0.2404 0.3299
3s-guardian1000 0.4219 0.1042 0.0000 0.2661 0.2314 0.4285 0.1659 0.0215 0.4216 0.2269 0.3275
3s-inter3000 0.3866 0.0000 0.0000 0.0889 0.0392 0.4457 0.0882 0.0000 0.3824 0.2960 0.2588
3s-reuters1000 0.2353 0.0909 0.0333 0.2300 0.1667 0.1897 0.0667 0.0000 0.2728 0.2096 0.2514
bibtex 0.2533 0.2485 0.2522 0.3848 0.2729 0.4432 0.4069 0.1733 0.1913 0.1303 0.4053
corel16k005 0.1924 0.0321 0.0868 0.0333 0.1275 0.2099 0.0959 0.0035 0.1422 0.0550 0.0702
Corel5k 0.1372 0.0540 0.1441 0.0736 0.1185 0.2314 0.1416 0.0024 0.1957 0.0319 0.1350
delicious 0.2345 0.2223 0.2061 0.0726 0.1461 0.2253 0.1280 0.0986 0.2345 0.0702 0.1208
emotions 0.7174 0.6621 0.6541 0.5903 0.6496 0.3556 0.5777 0.6458 0.6796 0.5301 0.5612
enron 0.4994 0.4741 0.5413 0.4309 0.4838 0.5196 0.5186 0.4463 0.5698 0.3568 0.4193
flags 0.7439 0.7400 0.6898 0.6886 0.7429 0.6761 0.7250 0.7487 0.6834 0.7547 0.6459
foodtruck 0.5132 0.6004 0.5599 0.4638 0.4903 0.5862 0.6128 0.5986 0.6313 0.5188 0.4952
genbase 0.9850 0.9540 0.9789 0.9937 0.9938 0.9888 0.9913 0.3212 0.9850 0.9900 0.9899
GnegativePseAAC 0.7216 0.6589 0.6785 0.4855 0.6999 0.7523 0.6017 0.4839 0.7559 0.5979 0.4595
IMDB-ECC-F 0.2448 0.0199 0.1061 0.2805 0.2737 0.3578 0.0596 0.0001 0.2448 0.1778 0.2821
LLOG-F 0.1842 0.0615 0.1332 0.2145 0.2505 0.2278 0.1507 0.0082 0.1714 0.0950 0.2174
mediamill 0.6212 0.6527 0.5743 0.5681 0.5591 0.5534 0.6062 0.6094 0.2672 0.1829 0.5608
medical 0.6688 0.7080 0.6801 0.7381 0.6997 0.7273 0.7347 0.1727 0.6416 0.7974 0.7583
OHSUMED-F 0.3084 0.2062 0.2638 0.4527 0.3739 0.5240 0.4001 0.1531 0.3139 0.4196 0.4958
PlantPseAAC 0.3524 0.1143 0.2463 0.2692 0.3607 0.3266 0.1403 0.0408 0.3511 0.2323 0.2076
rcv1subset1 0.3618 0.2601 0.3001 0.2680 0.1852 0.3229 0.3394 0.0075 0.3134 0.3517 0.3795
rcv1subset2 0.3760 0.3110 0.2846 0.3304 0.2429 0.2369 0.3977 0.0000 0.3391 0.3490 0.3900
rcv1subset3 0.3401 0.2006 0.2555 0.3157 0.2589 0.2506 0.4084 0.0008 0.3055 0.4004 0.3943
rcv1subset4 0.3753 0.2886 0.3279 0.4178 0.3131 0.2472 0.4461 0.0024 0.3433 0.4518 0.4422
rcv1subset5 0.3411 0.2623 0.2389 0.3416 0.3148 0.2597 0.3819 0.0052 0.3219 0.3781 0.3904
SLASHDOT-F 0.3941 0.2627 0.3410 0.3929 0.2295 0.2841 0.1637 0.0132 0.5064 0.4583 0.4213
Stackex_chemistry 0.0949 0.0435 0.0939 0.1586 0.1310 0.1403 0.0633 0.0049 0.1809 0.0648 0.2036
Stackex_chess 0.1855 0.0923 0.1676 0.2467 0.1742 0.1778 0.2738 0.0646 0.2269 0.0713 0.2980
Stackex_coffee 0.0911 0.1477 0.0000 0.2324 0.2210 0.1276 0.2099 0.0000 0.2898 0.3037 0.2197
Stackex_cooking 0.0517 0.0550 0.0773 0.3101 0.2065 0.0825 0.3115 0.0040 0.1456 0.0474 0.3352
Stackex_cs 0.1135 0.0862 0.1654 0.2766 0.1728 0.1822 0.1347 0.0111 0.2048 0.0902 0.3352
Stackex_philosophy 0.1101 0.0521 0.1666 0.2824 0.2223 0.1800 0.2874 0.0171 0.1958 0.0538 0.3182
tmc2007 0.5803 0.5818 0.6173 0.5959 0.5271 0.6841 0.5967 0.3796 0.5125 0.6191 0.6287
Water-quality 0.6087 0.5613 0.5581 0.5300 0.4573 0.3497 0.5728 0.5682 0.5957 0.5518 0.5781
Yahoo_Arts 0.3092 0.0902 0.2383 0.3866 0.3464 0.2937 0.3179 0.0535 0.2706 0.3623 0.4364
Yahoo_Computers 0.5882 0.3879 0.3880 0.4814 0.5013 0.4523 0.4900 0.4364 0.2957 0.4951 0.5225
Yahoo_Education 0.3144 0.0607 0.1988 0.3170 0.3793 0.2837 0.2652 0.0289 0.2624 0.2968 0.3847
Yahoo_Entertainment 0.3690 0.3104 0.2798 0.4399 0.4316 0.2556 0.4233 0.1373 0.3642 0.4103 0.5101
Yahoo_Health 0.7516 0.3438 0.3686 0.5972 0.5833 0.4233 0.6487 0.4007 0.3865 0.6192 0.6178
Yahoo_Recreation 0.5990 0.1249 0.2452 0.4305 0.3647 0.3774 0.3996 0.0842 0.2322 0.4273 0.4598
Yahoo_Reference 0.3319 0.3890 0.4979 0.4414 0.5459 0.4910 0.4248 0.3043 0.2957 0.4435 0.4351
Yahoo_Science 0.5540 0.1308 0.1779 0.3818 0.3139 0.2357 0.3539 0.0400 0.2075 0.3869 0.4018
Yahoo_Social 0.6470 0.3603 0.5047 0.5423 0.6058 0.4705 0.5485 0.2174 0.3605 0.5610 0.5704
Yahoo_Society 0.4658 0.2906 0.4137 0.5562 0.4706 0.4258 0.4020 0.1926 0.2387 0.4260 0.5605
yeast 0.6655 0.6554 0.6686 0.5393 0.6300 0.6640 0.6350 0.6216 0.6576 0.4841 0.5310

Mean 0.4048 0.2929 0.3213 0.3861 0.3702 0.3793 0.3748 0.1805 0.3674 0.3559 0.4168
Table 3
The results for the standard methods and our approach for F1-macro metric.

Dataset ML-kNN(PARIS) ML-kNN ML-kNN(IS) CC LP MLARAM RAkEL BR ML-kNN(PARIS+LK) BR(PARIS) CC(PARIS)

3s-bbc1000 0.1970 0.2409 0.0926 0.2325 0.1018 0.3761 0.0784 0.0000 0.2171 0.2792 0.2898
3s-guardian1000 0.3150 0.1494 0.0000 0.2622 0.1405 0.2938 0.0826 0.0556 0.1787 0.2870 0.2987
3s-inter3000 0.2592 0.0000 0.0000 0.1068 0.0333 0.2275 0.0704 0.0000 0.1981 0.2263 0.2347
3s-reuters1000 0.2526 0.1273 0.0476 0.1368 0.0764 0.1672 0.0392 0.0000 0.1511 0.2674 0.2414
bibtex 0.1933 0.1582 0.1272 0.2565 0.1076 0.1921 0.2976 0.0290 0.1067 0.1545 0.2917
corel16k005 0.0791 0.0139 0.0182 0.0167 0.0248 0.0793 0.0404 0.0009 0.0604 0.0588 0.0495
Corel5k 0.0411 0.0132 0.0234 0.0143 0.0148 0.0413 0.0349 0.0004 0.0249 0.0335 0.0343
delicious 0.1249 0.0660 0.0503 0.0288 0.0441 0.0683 0.0270 0.0316 0.1249 0.0851 0.0580
emotions 0.7007 0.6402 0.6473 0.5699 0.6139 0.2069 0.5684 0.6714 0.6694 0.5502 0.5616
enron 0.2036 0.0818 0.1021 0.1728 0.1365 0.0989 0.1679 0.1016 0.1170 0.1620 0.1358
flags 0.5786 0.5799 0.5593 0.5752 0.5962 0.4744 0.5891 0.6171 0.4767 0.6233 0.5693
foodtruck 0.2827 0.0999 0.1628 0.1650 0.1815 0.2399 0.1558 0.1867 0.1580 0.2368 0.2313
genbase 0.6067 0.6089 0.6125 0.6543 0.6296 0.6250 0.6222 0.1816 0.6132 0.5926 0.6543
GnegativePseAAC 0.3706 0.3755 0.3550 0.3012 0.3199 0.4253 0.2178 0.2044 0.4095 0.3242 0.3132
IMDB-ECC-F 0.0948 0.0160 0.0658 0.0592 0.0245 0.0591 0.0573 0.0000 0.0948 0.0545 0.0873
LLOG-F 0.0664 0.0131 0.0237 0.0795 0.0346 0.0497 0.0581 0.0033 0.0293 0.0550 0.0937
mediamill 0.3540 0.3594 0.2495 0.1521 0.0823 0.0691 0.0699 0.0970 0.1079 0.1081 0.1598
medical 0.2373 0.2460 0.2109 0.3104 0.2206 0.2454 0.3256 0.0424 0.1213 0.3125 0.3396
OHSUMED-F 0.1597 0.1233 0.1396 0.3852 0.1846 0.2824 0.3115 0.0936 0.2368 0.3585 0.4034
PlantPseAAC 0.2007 0.0674 0.0769 0.1921 0.1281 0.1323 0.0518 0.0271 0.1072 0.1962 0.1429

(continued on next page)
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Table 3 (continued).
Dataset ML-kNN(PARIS) ML-kNN ML-kNN(IS) CC LP MLARAM RAkEL BR ML-kNN(PARIS+LK) BR(PARIS) CC(PARIS)

rcv1subset1 0.1649 0.1489 0.1275 0.1170 0.0660 0.0801 0.1830 0.0029 0.1245 0.2203 0.2148
rcv1subset2 0.1750 0.1733 0.1265 0.1184 0.0456 0.0142 0.2037 0.0000 0.1227 0.2058 0.2033
rcv1subset3 0.1780 0.0703 0.1160 0.1113 0.0647 0.0473 0.2195 0.0003 0.1229 0.2227 0.1997
rcv1subset4 0.1779 0.1104 0.0945 0.1301 0.0508 0.0135 0.1851 0.0003 0.1179 0.2345 0.2090
rcv1subset5 0.1524 0.0944 0.0911 0.1194 0.0695 0.0170 0.1905 0.0005 0.1324 0.1887 0.2181
SLASHDOT-F 0.2232 0.1289 0.1740 0.2997 0.0820 0.1490 0.1059 0.0152 0.3031 0.3015 0.3475
Stackex_chemistry 0.0445 0.0119 0.0114 0.0820 0.0080 0.0057 0.0189 0.0008 0.0358 0.0723 0.1170
Stackex_chess 0.0505 0.0073 0.0157 0.0770 0.0259 0.0074 0.0966 0.0087 0.0182 0.0755 0.0982
Stackex_coffee 0.0310 0.0226 0.0000 0.0691 0.0290 0.0140 0.0375 0.0000 0.0288 0.0492 0.0683
Stackex_cooking 0.0257 0.0147 0.0146 0.1304 0.0365 0.0019 0.1261 0.0025 0.0234 0.0705 0.1497
Stackex_cs 0.0547 0.0178 0.0229 0.1173 0.0175 0.0174 0.0504 0.0023 0.0430 0.0796 0.1557
Stackex_philosophy 0.0423 0.0030 0.0082 0.0857 0.0187 0.0041 0.0851 0.0020 0.0171 0.0698 0.1233
tmc2007 0.4101 0.3893 0.4102 0.4585 0.2671 0.4911 0.4158 0.0451 0.3788 0.4941 0.5007
Water-quality 0.5487 0.4565 0.5213 0.4811 0.3441 0.2853 0.4835 0.4997 0.5542 0.5176 0.5544
Yahoo_Arts 0.1364 0.0442 0.0792 0.2369 0.1187 0.0310 0.2460 0.0242 0.1349 0.3141 0.2670
Yahoo_Computers 0.4174 0.1386 0.1812 0.2031 0.1326 0.0261 0.2373 0.1056 0.1142 0.3103 0.2206
Yahoo_Education 0.1383 0.0653 0.0969 0.2087 0.0881 0.0144 0.2173 0.0258 0.0853 0.2701 0.1930
Yahoo_Entertainment 0.2048 0.1693 0.1647 0.3083 0.1508 0.0210 0.2847 0.0941 0.1770 0.3628 0.3603
Yahoo_Health 0.3807 0.1594 0.1518 0.1980 0.1600 0.0215 0.2870 0.1222 0.1548 0.3229 0.2772
Yahoo_Recreation 0.4275 0.1441 0.2008 0.3539 0.1512 0.1198 0.3971 0.1123 0.1513 0.4207 0.3895
Yahoo_Reference 0.1021 0.0916 0.0757 0.2207 0.0988 0.0392 0.2046 0.0450 0.0736 0.2463 0.2027
Yahoo_Science 0.3196 0.0514 0.0577 0.2647 0.0684 0.0160 0.2756 0.0131 0.0806 0.2862 0.2826
Yahoo_Social 0.3513 0.0792 0.1110 0.2396 0.0992 0.0396 0.2730 0.0281 0.0848 0.3163 0.2879
Yahoo_Society 0.1379 0.0642 0.0866 0.2343 0.0928 0.0248 0.2709 0.0361 0.1262 0.3028 0.2829
yeast 0.4436 0.4121 0.4167 0.3883 0.3464 0.4244 0.3382 0.3268 0.4467 0.4019 0.4010

Mean 0.2368 0.1566 0.1538 0.2206 0.1406 0.1396 0.2066 0.0857 0.1746 0.2516 0.2559
Fig. 6. The Nemenyi test for the comparison of ML-kNN, IS, and PARIS with the standard and undersampled initialization for F1, F1-macro, and F1-micro metrics and the reduction.
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Fig. 7. The Holm test for the comparison of ML-kNN, IS, CC, MLARAM, BR, RAkEL, LP, and PARIS with the standard and undersampled initialization for F1, F1-macro, and
1-micro metrics and the reduction.
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The relative performance of PARIS and the standard methods is
llustrated in Fig. 8. This figure shows the performance of the stan-
ard method in the 𝑥-axis and that of PARIS in the 𝑦-axis for every
ataset. Values above the main diagonal show a better performance
f PARIS. The figure shows the comparison between PARIS and ML-
NN, Fig. 8(a), PARIS and ML-kNN(IS), Fig. 8(b), BR, Fig. 8(c), and
C, Fig. 8(d). The three classification metrics are shown. For the

our comparisons, a clear advantage of PARIS is shown, with the vast
ajority of the points above the main diagonal.

In terms of F1, F1-macro, and F1-micro, the comparison with ML-
NN shows most of the points above the main diagonal, which is a
emarkable achievement taking into account that this performance is
oupled with a large reduction. The comparison of IS versus PARIS
as even better, with a better performance of PARIS for most of the
atasets. The same results are shown for the comparison of CC against
132

C(PARIS) and BR against BR(PARIS).
A plot was created to show the comparison of the average value of
eduction and classification performance for PARIS and IS. This plot
s shown in Fig. 9. The plot illustrated that PARIS was also better
or the combination of the reduction and classification performance.
his aspect was also tested using the Holm procedure. Fig. 10 shows
he Holm test for this combined measure of the reduction and clas-
ification performance. The plot shows the comparison of the best
erforming algorithm, ML-kNN(PARIS), against ML-kNN(PARIS+LK),
nd ML-kNN(IS). The Holm test found that ML-kNN(PARIS) was sig-
ificantly better than the other two methods for the three metrics
ombined with the reduction.

As a final step, we carried out pairwise comparisons using the
ilcoxon test. Tables 6, 7, and 4 show the comparison in terms of the
ilcoxon test for F1, F1-macro, and F1-micro metrics, respectively. The

able shows the win/loss record of the method in the column against
he method in the row, the 𝑝-value of the Wilcoxon test, and the 𝑅+∕𝑅−
values of the Wilcoxon test. The Iman–Davenport 𝑝-value is also shown.
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Table 4
The results for the standard methods and our approach for F1-micro metric.

Dataset ML-kNN(PARIS) ML-kNN ML-kNN(IS) CC LP MLARAM RAkEL BR ML-kNN(PARIS+LK) BR(PARIS) CC(PARIS)

3s-bbc1000 0.2200 0.2778 0.1200 0.2449 0.1481 0.3711 0.1446 0.0000 0.3471 0.2778 0.3133
3s-guardian1000 0.4040 0.1600 0.0000 0.2807 0.2319 0.3918 0.1791 0.0513 0.3951 0.2889 0.3111
3s-inter3000 0.3235 0.0000 0.0000 0.1200 0.0556 0.4390 0.1429 0.0000 0.3889 0.2745 0.2571
3s-reuters1000 0.2549 0.1429 0.0571 0.2128 0.1613 0.2051 0.0851 0.0000 0.2737 0.2667 0.2737
bibtex 0.2154 0.2957 0.2859 0.3806 0.2474 0.3205 0.4114 0.1989 0.1750 0.1273 0.3717
corel16k005 0.1838 0.0421 0.1040 0.0367 0.1177 0.1833 0.1054 0.0035 0.1390 0.0523 0.0853
Corel5k 0.1252 0.0734 0.1664 0.0852 0.1223 0.1888 0.1447 0.0034 0.1885 0.0314 0.1462
delicious 0.2188 0.2250 0.2089 0.0610 0.1418 0.2224 0.1338 0.0900 0.2188 0.0694 0.1125
emotions 0.7040 0.6698 0.6605 0.5841 0.6311 0.3406 0.5784 0.6857 0.6783 0.5614 0.5630
enron 0.4869 0.4813 0.5254 0.4010 0.4462 0.4782 0.5034 0.5022 0.5432 0.2870 0.3943
flags 0.7407 0.7344 0.7015 0.6901 0.7302 0.6613 0.7328 0.7460 0.6818 0.7463 0.6667
foodtruck 0.4696 0.4748 0.4918 0.3924 0.4238 0.5412 0.5106 0.5333 0.5422 0.4677 0.4286
genbase 0.9697 0.9565 0.9693 0.9878 0.9877 0.9814 0.9814 0.4571 0.9697 0.9814 0.9818
GnegativePseAAC 0.6881 0.7550 0.6713 0.4651 0.6923 0.6725 0.6538 0.6018 0.7417 0.5379 0.4575
IMDB-ECC-F 0.2212 0.0261 0.1217 0.2554 0.2460 0.3441 0.0808 0.0001 0.2212 0.1834 0.2579
LLOG-F 0.1680 0.0870 0.1538 0.2280 0.2353 0.1818 0.1781 0.0120 0.1667 0.0918 0.2197
mediamill 0.5875 0.6168 0.5348 0.5301 0.5129 0.5009 0.5643 0.5689 0.2532 0.1778 0.5161
medical 0.6178 0.6960 0.6417 0.7200 0.6992 0.6642 0.7797 0.2685 0.6513 0.7129 0.7372
OHSUMED-F 0.3075 0.2647 0.3219 0.4904 0.3622 0.4510 0.4471 0.1973 0.3032 0.3915 0.5032
PlantPseAAC 0.3370 0.1778 0.2500 0.2912 0.3575 0.3146 0.1986 0.0678 0.3574 0.2311 0.2036
rcv1subset1 0.3457 0.2875 0.3108 0.2535 0.1830 0.2697 0.3519 0.0086 0.2945 0.3469 0.3449
rcv1subset2 0.3459 0.3258 0.3045 0.2819 0.1878 0.2190 0.3872 0.0000 0.3113 0.3226 0.3607
rcv1subset3 0.3142 0.2117 0.2745 0.2711 0.1966 0.2083 0.3950 0.0013 0.2763 0.3650 0.3429
rcv1subset4 0.3340 0.2936 0.3204 0.3578 0.2432 0.1811 0.4161 0.0027 0.3007 0.4185 0.3756
rcv1subset5 0.3154 0.2632 0.2528 0.2935 0.2593 0.2508 0.3789 0.0050 0.2970 0.3548 0.3275
SLASHDOT-F 0.3745 0.3281 0.3847 0.4654 0.2177 0.2493 0.2003 0.0212 0.4836 0.4027 0.4221
Stackex_chemistry 0.0894 0.0577 0.1118 0.1840 0.1208 0.1256 0.0764 0.0080 0.1604 0.0641 0.2141
Stackex_chess 0.1703 0.1121 0.1761 0.2724 0.1783 0.1654 0.2969 0.1065 0.2261 0.0723 0.2913
Stackex_coffee 0.1059 0.1707 0.0000 0.2444 0.2143 0.1356 0.1875 0.0000 0.2286 0.2549 0.2385
Stackex_cooking 0.0504 0.0745 0.1015 0.3140 0.1953 0.0783 0.3297 0.0050 0.1298 0.0450 0.3033
Stackex_cs 0.1077 0.1163 0.1965 0.3004 0.1706 0.1733 0.1477 0.0152 0.1946 0.0809 0.3286
Stackex_philosophy 0.1039 0.0594 0.1538 0.2937 0.1932 0.1518 0.3057 0.0239 0.1793 0.0534 0.2882
tmc2007 0.5535 0.5804 0.6052 0.5788 0.5156 0.6358 0.5893 0.3765 0.4810 0.6061 0.5905
Water-quality 0.5929 0.5531 0.5734 0.5308 0.4449 0.3568 0.5706 0.5680 0.6045 0.5470 0.5756
Yahoo_Arts 0.2730 0.1113 0.2321 0.3569 0.3172 0.2604 0.3725 0.0687 0.2505 0.3669 0.3926
Yahoo_Computers 0.4884 0.4142 0.3522 0.4499 0.4605 0.4088 0.5096 0.4480 0.2478 0.5116 0.4587
Yahoo_Education 0.2935 0.1027 0.2318 0.3262 0.3645 0.2550 0.3565 0.0473 0.2520 0.3537 0.3701
Yahoo_Entertainment 0.3502 0.3250 0.2982 0.4679 0.3843 0.2272 0.4924 0.1911 0.3001 0.4258 0.4922
Yahoo_Health 0.6551 0.3794 0.3920 0.5326 0.5570 0.3702 0.6147 0.4043 0.3580 0.5874 0.5553
Yahoo_Recreation 0.5830 0.1776 0.2454 0.4743 0.3328 0.2958 0.4759 0.1365 0.2173 0.4557 0.4912
Yahoo_Reference 0.3685 0.4277 0.4738 0.5055 0.5229 0.4741 0.5184 0.3916 0.2575 0.5169 0.4716
Yahoo_Science 0.5190 0.1552 0.1887 0.4113 0.2765 0.2119 0.4038 0.0602 0.1871 0.3930 0.4024
Yahoo_Social 0.6786 0.4047 0.4557 0.5896 0.5616 0.4353 0.6053 0.2918 0.2908 0.5971 0.5241
Yahoo_Society 0.4044 0.2996 0.3119 0.4935 0.4110 0.3766 0.4284 0.2221 0.2135 0.4056 0.4870
yeast 0.6453 0.6496 0.6586 0.5428 0.6197 0.6422 0.6196 0.6148 0.6371 0.4718 0.5248

Mean 0.3846 0.3120 0.3243 0.3833 0.3484 0.3469 0.3908 0.2001 0.3470 0.3506 0.3994
Table 5
The results for the standard method instance selection and our approach for the reduction
ability.

Dataset IS PARIS PARIS+LK

3s-bbc1000 0.8766 0.8370 0.7300
3s-guardian1000 0.9004 0.8807 0.7263
3s-inter3000 0.8158 0.8257 0.6765
3s-reuters1000 0.8826 0.8580 0.7197
bibtex 0.8341 0.9767 0.9759
corel16k005 0.7747 0.9750 0.9714
Corel5k 0.8549 0.9848 0.9848
delicious 0.7560 0.9688 0.9688
emotions 0.8668 0.6248 0.6357
enron 0.8739 0.9107 0.8703
flags 0.8448 0.7471 0.5057
foodtruck 0.9044 0.8427 0.8345
genbase 0.9193 0.9582 0.9487
GnegativePseAAC 0.9497 0.8679 0.7976
IMDB-ECC-F 0.7674 0.8915 0.8915
LLOG-F 0.8789 0.9689 0.9684
mediamill 0.7618 0.9442 0.9427
medical 0.8682 0.9704 0.9495
OHSUMED-F 0.7976 0.9076 0.8933

(continued on next page)
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Table 5 (continued).
Dataset IS PARIS PARIS+LK

PlantPseAAC 0.9409 0.9094 0.9169
rcv1subset1 0.8200 0.9454 0.9517
rcv1subset2 0.8244 0.9505 0.9583
rcv1subset3 0.8115 0.9502 0.9582
rcv1subset4 0.7878 0.9525 0.9592
rcv1subset5 0.7959 0.9527 0.9579
SLASHDOT-F 0.8419 0.9510 0.9170
Stackex_chemistry 0.7891 0.9806 0.9807
Stackex_chess 0.8890 0.9866 0.9831
Stackex_coffee 0.8663 0.9704 0.9297
Stackex_cooking 0.7933 0.9908 0.9910
Stackex_cs 0.7643 0.9850 0.9850
Stackex_philosophy 0.8671 0.9838 0.9843
tmc2007 0.7573 0.8538 0.8538
Water-quality 0.8470 0.5311 0.5084
Yahoo_Arts 0.8374 0.9101 0.8978
Yahoo_Computers 0.9204 0.9311 0.9300
Yahoo_Education 0.7969 0.9293 0.9297
Yahoo_Entertainment 0.8510 0.8981 0.8941
Yahoo_Health 0.8917 0.9194 0.9195
Yahoo_Recreation 0.8508 0.9031 0.8970
Yahoo_Reference 0.8992 0.9401 0.9426
Yahoo_Science 0.8434 0.9448 0.9437
Yahoo_Social 0.8931 0.9418 0.9476
Yahoo_Society 0.9358 0.9404 0.9009
yeast 0.8676 0.7565 0.6586

Mean 0.8469 0.9078 0.8820
Table 6
Comparison of PARIS and the standard methods for F1 metric.

ML-kNN ML-kNN(IS) CC LP MLARAM RAkEL BR ML-kNN(PARIS) ML-kNN(PARIS+LK) BR(PARIS) CC(PARIS)

Mean 0.2929 0.3213 0.3861 0.3702 0.3793 0.3748 0.1805 0.4048 0.3674 0.3559 0.4168

Ranks 8.0889 7.1444 5.1556 5.5778 5.3333 5.2000 9.7889 4.4556 5.4333 5.8667 3.9556

w/l 30/14 36/9 33/12 35/10 36/9 4/40 37/8 37/8 33/12 37/8
ML-kNN 𝑝 0.0091✓ 0.0001✓ 0.0002✓ 0.0001✓ 0.0000✓ 0.0000✗ 0.0000✓ 0.0001✓ 0.0018✓ 0.0000✓

𝑅+∕𝑅− 748.5/286.5 870.0/165.0 846.0/189.0 867.0/168.0 891.0/144.0 46.5/988.5 939.0/96.0 873.0/162.0 794.0/241.0 910.0/125.0

w/l 31/14 32/13 32/13 31/14 7/36 35/10 34/11 26/19 33/12
ML-kNN(IS) 𝑝 0.0009✓ 0.0015✓ 0.0013✓ 0.0011✓ 0.0000✗ 0.0000✓ 0.0054✓ 0.0832 0.0000✓

𝑅+∕𝑅− 813.0/222.0 798.0/237.0 802.0/233.0 806.0/229.0 57.5/977.5 898.0/137.0 764.0/271.0 671.0/364.0 877.0/158.0

w/l 16/29 18/27 23/22 8/37 24/21 19/26 21/24 35/10
CC 𝑝 0.0982 0.4947 0.7477 0.0000✗ 0.3402 0.3635 0.2165 0.0000✓

𝑅+∕𝑅− 371.0/664.0 457.0/578.0 489.0/546.0 57.0/978.0 602.0/433.0 437.0/598.0 408.0/627.0 894.0/141.0

w/l 22/23 23/22 4/41 28/17 23/22 20/25 32/13
LP 𝑝 0.8611 0.6234 0.0000✗ 0.0489✓ 0.9595 0.3756 0.0028✓

𝑅+∕𝑅− 533.0/502.0 561.0/474.0 31.0/1004.0 692.0/343.0 513.0/522.0 439.0/596.0 782.0/253.0

w/l 23/22 5/40 24/21 21/24 22/23 27/18
MLARAM 𝑝 0.9595 0.0000✗ 0.3879 0.5163 0.3879 0.0416✓

𝑅+∕𝑅− 513.0/522.0 67.0/968.0 594.0/441.0 460.0/575.0 441.0/594.0 698.0/337.0

w/l 3/42 25/20 20/25 23/22 29/16
RAkEL 𝑝 0.0000✗ 0.1348 0.5763 0.6886 0.0047✓

𝑅+∕𝑅− 17.0/1018.0 650.0/385.0 468.0/567.0 482.0/553.0 768.0/267.0

w/l 43/2 40/5 37/8 38/7
BR 𝑝 0.0000✓ 0.0000✓ 0.0000✓ 0.0000✓

𝑅+∕𝑅− 1024.0/11.0 970.0/65.0 917.0/118.0 986.0/49.0

w/l 14/28 15/30 26/19
ML-kNN(PARIS) 𝑝 0.1810 0.0066✗ 0.5610

𝑅+∕𝑅− 399.0/636.0 277.0/758.0 569.0/466.0

w/l 21/24 28/17
ML-kNN(PARIS+LK) 𝑝 0.5236 0.0266✓

𝑅+∕𝑅− 461.0/574.0 714.0/321.0

w/l 32/13
BR(PARIS) 𝑝 0.0003✓

𝑅+∕𝑅− 837.0/198.0

Iman-Davenport 𝑝− value: 0.0000
Significant differences are marked with a !for the column being better
than the row and with a %for the row being better than the column.
The tables show that the 𝑝-value of the Iman–Davenport test, as stated
bove, was below the 0.05 threshold for all cases.

Regarding F1 metric, shown in Table 6, the first remarkable re-
ult is that all three models performed better with PARIS than with
he standard version. Moreover, ML-kNN performed better than ML-
NN(IS). Furthermore, CC(PARIS) was better than all the remaining
ethods with the exception of ML-kNN(PARIS). For F1-macro, see
able 7; similar results were obtained with the difference that the
erformance of BR(PARIS) was much better than that for F1 metric.
or F1-micro, PARIS was better all the remaining methods. CC(PARIS)
as significantly better than all the methods with the exception of
134
ML-kNN(PARIS). BR(PARIS) and ML-kNN(PARIS) achieved better per-
formance than BR and ML-kNN, respectively (see Table 8).

5.3. Comparison with other instance selection methods

Our method is a new approach to instance selection for multi-label
learning, so it should be compared with previous instance selection
methods. However, as it was stated in Section 2, there are few methods
for this task developed so far. In the previous section we compared
PARIS with instance selection carried out by a genetic algorithm which
is the algorithm reported in [16]. In this section we add the other
methods developed so far. Arnaiz-González et al. [14] developed an
instance selection methodology adapting the concept of local set, used
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Fig. 8. Comparison between ML-kNN(PARIS) and ML-kNN, (a), ML-KNN(PARIS) and IS, (b), CC(PARIS) and BR, (c), and BR(PARIS) and BR, (d), for the three metrics of the
classification performance.
Fig. 9. Comparison between IS and ML-kNN(PARIS) for the average value of F1,
F1-macro, and F1-micro metrics and the reduction.
135
in the Iterative Case Filtering (ICF) method [8] for single-label datasets,
to the multi-label case. The author proposed two algorithms HDLSSm
and HDLSBo that proved a good performance in terms of classification
and ranking metrics. However, HDLSSm method was not included in
the comparison because its average reduction rate was bellow 5% and
thus cannot be fairly compared with the other methods. For the same
reason we also excluded a multi-label version of edited k-NN [40].
Finally, Charte et al. [13,41] developed an adaptation of random under-
sampling for multi-label problems. Although it is not a purely instance
selection method we include it in this comparison as its result is a subset
of the instances in the dataset. For random undersampling we used the
best sampling ratio of 10% as found in Charte et al. [13].

Our first comparison was carried out using the Iman–Davenport and
Nemenyi tests. The Iman–Davenport showed significant differences for
all the experiments. The Nemenyi test is illustrated in Fig. 11 for F1,
F1-macro, and F1-micro metrics, reduction, and all the tested methods.
The plot shows results for evolutionary instance selection (IS) [16],
cooperative coevolutionary instance selection (COOP) [11], local set
based instance selection (HDLSBo) [14] and random undersampling
(RUS) [13].

For F1, the Nemenyi test showed that PARIS always improved the
results of the other methods. ML-kNN(PARIS) was significantly better
than COOP, IS, RUS and HDLSBo. CC(PARIS) and B(PARIS) achieved a
better Friedman rank than the remaining methods, although below the

critical difference. The results for F1-macro were even better for our
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Fig. 10. The Holm test for the comparison of IS and PARIS for the average value of F1, F1-macro, and F1-micro metrics and reduction.
Fig. 11. The Nemenyi test for the comparison of other instance selection algorithms presented in the literature and PARIS for F1, F1-macro, and F1-micro metrics and reduction.
proposal. All three versions, ML-kNN(PARIS), CC(PARIS) and B(PARIS),
outperformed significantly the remaining algorithms. For F1-micro the
differences were less marked, although CC(PARIS) and ML-kNN(PARIS)
were still the two best performing methods. In terms of reduction, see
Fig. 11(d), the results showed that the better classification performance
of PARIS was achieved while keeping the best reduction ability of the
tested methods. The reduction ability of RUS is understandably low as
it was not pretended as a instance selection method.

Fig. 12 shows the comparison of the averaged value of classification
performance and reduction for the three studied metrics. We show
the combined classification performance and reduction due to the fact
that the very different reduction ratios of the methods made a direct
comparison in terms of performance only unfair. The figure shows a
clear advantage of our proposal with better combined performance for
the vast majority of datasets.
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Finally, a Holm test was carried out to compare the best method
for the classification metrics and reduction. The results are shown in
Fig. 13. For F1 metric, ML-kNN(PARIS) improved the performance of
all other methods with the exception of CC(PARIS). Similar results
were obtained for F1-macro, with ML-kNN(PARIS) achieving better
performance than COOP, RUS, IS and HDLSBo. For F1-micro CC(PARIS)
was the best method and it outperformed the remaining ones with the
exception of COOP and ML-kNN(PARIS). For reduction, the Holm test
corroborated the results of the Nemenyi test and showed that PARIS
achieved significantly better results than the remaining methods.

5.4. Study of the results

An interesting aspect to study in any new method is its behavior as a
function of the different characteristics of the datasets. In order to gain
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Fig. 12. Comparison between PARIS and the other instance selection algorithms presented in the literature for the three metrics of the classification performance combined with

reduction.
Table 7
Comparison of PARIS and the standard methods for F1-macro metric.

ML-kNN ML-kNN(IS) CC LP MLARAM RAkEL BR ML-kNN(PARIS) ML-kNN(PARIS+LK) BR(PARIS) CC(PARIS)

Mean 0.1566 0.1538 0.2206 0.1406 0.1396 0.2066 0.0857 0.2368 0.1746 0.2516 0.2559

Ranks 7.6222 7.3222 4.8556 7.5111 7.5111 5.1556 9.9444 3.5778 6.1111 3.3556 3.0333

w/l 25/19 36/9 23/22 21/24 35/10 6/38 39/6 34/11 39/6 39/6
ML-kNN 𝑝 0.5200 0.0000✓ 0.4196 0.4876 0.0012✓ 0.0000✗ 0.0000✓ 0.0054✓ 0.0000✓ 0.0000✓

𝑅+∕𝑅− 574.5/460.5 890.0/145.0 446.0/589.0 456.0/579.0 804.0/231.0 107.5/927.5 994.0/41.0 764.0/271.0 950.0/85.0 966.0/69.0

w/l 33/12 22/23 18/27 33/12 4/39 43/2 32/13 38/7 41/4
ML-kNN(IS) 𝑝 0.0000✓ 0.3233 0.2811 0.0004✓ 0.0000✗ 0.0000✓ 0.0096✓ 0.0000✓ 0.0000✓

𝑅+∕𝑅− 904.0/131.0 430.0/605.0 422.0/613.0 831.0/204.0 79.5/955.5 1032.0/3.0 747.0/288.0 961.0/74.0 981.0/54.0

w/l 7/38 11/34 20/25 5/40 26/19 15/30 31/14 37/7
CC 𝑝 0.0000✗ 0.0001✗ 0.4196 0.0000✗ 0.2964 0.0012✗ 0.0009✓ 0.0000✓

𝑅+∕𝑅− 34.0/1001.0 161.0/874.0 446.0/589.0 35.0/1000.0 610.0/425.0 231.0/804.0 811.0/224.0 944.5/90.5

w/l 19/26 33/12 5/40 41/4 28/17 43/2 41/4
LP 𝑝 0.7391 0.0000✓ 0.0000✗ 0.0000✓ 0.0015✓ 0.0000✓ 0.0000✓

𝑅+∕𝑅− 488.0/547.0 887.0/148.0 85.0/950.0 1009.0/26.0 798.0/237.0 1005.0/30.0 1013.0/22.0

w/l 30/15 13/32 37/8 30/15 34/11 38/7
MLARAM 𝑝 0.0060✓ 0.0027✗ 0.0000✓ 0.0210✓ 0.0000✓ 0.0000✓

𝑅+∕𝑅− 761.0/274.0 252.0/783.0 914.0/121.0 722.0/313.0 921.0/114.0 965.0/70.0

w/l 6/39 25/20 16/29 33/12 33/12
RAkEL 𝑝 0.0000✗ 0.1290 0.0572 0.0000✓ 0.0000✓

𝑅+∕𝑅− 56.0/979.0 652.0/383.0 349.0/686.0 883.0/152.0 908.0/127.0

w/l 44/1 42/3 44/1 43/2
BR 𝑝 0.0000✓ 0.0000✓ 0.0000✓ 0.0000✓

𝑅+∕𝑅− 1031.0/4.0 986.0/49.0 1016.0/19.0 1015.0/20.0

w/l 7/36 23/22 25/20
ML-kNN(PARIS) 𝑝 0.0000✗ 0.2861 0.1438

𝑅+∕𝑅− 121.5/913.5 612.0/423.0 647.0/388.0

w/l 36/9 39/6
ML-kNN(PARIS+LK) 𝑝 0.0000✓ 0.0000✓

𝑅+∕𝑅− 918.0/117.0 948.0/87.0
(continued on next page)
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Table 7 (continued).
ML-kNN ML-kNN(IS) CC LP MLARAM RAkEL BR ML-kNN(PARIS) ML-kNN(PARIS+LK) BR(PARIS) CC(PARIS)

w/l 22/23
BR(PARIS) 𝑝 0.6314

𝑅+∕𝑅− 560.0/475.0

Iman-Davenport 𝑝− value: 0.0000
Fig. 13. The Holm test for the comparison of other instance selection algorithms
presented in the literature and PARIS for F1, F1-macro, and F1-micro metrics and
reduction.

a deeper understanding of when our method improved the standard
approach, we studied the differences between PARIS and the standard
methods depending on the number of instances of the datasets, the
number of inputs, the number of labels, the label cardinality, the label
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density, the label diversity, the proportion of distinct labels, and the
MeanIR and CVIR measures.

For most of these, we found no clear relationship between the
characteristics and the differences in the performance of PARIS and
its standard counterpart. However, for three cases, some trend was
observed, namely, the number of inputs, the cardinality of the labels,
and the CVIR measure. Fig. 14 shows the difference as the number
of inputs of the datasets increases in terms of F1 metric between ML-
kNN and ML-kNN(PARIS), Fig. 14(a), BR and BR(PARIS), Fig. 14(b),
and CC and CC(PARIS), Fig. 14(c). A linear regression is also shown to
illustrate the general trend in the differences. The figure shows that the
relative performance of PARIS improved as the number of features of
the datasets increased.

Fig. 15 shows the same information when the datasets were ordered
in increasing values of the cardinality of the labels. For CC, no trend
was found. However, for ML-kNN and BR our approach tended to
perform better for smaller values of cardinality. With smaller values of
cardinality the individual labels are more imbalanced. As our method is
able to balance the individual labels with its partial selection strategy,
it is reasonable to expect a better relative performance for smaller
cardinality values. Fig. 16, showing the same information sorted by
increasing CVIR values, corroborated these results. The datasets with
a higher CVIR are more imbalanced; thus, our method should be able
to improve their results.

6. Conclusions and future work

In this paper, we presented a novel approach for carrying out
instance selection for multi-label datasets. Instead of selecting or re-
moving an instance from the training set, we proposed the selection
of partial instances, meaning that an instance can be used for certain
labels only. This approach was adapted to three different multi-label
methods: ML-kNN, BR, and CC. This novel approach was compared
with the standard method of instance selection in a set of 45 problems
and obtained better results. The method was also tested against other
well-known multi-label classification models with very competitive
performance. We also compared our approach with other state-of-the-
art instance selection methods. That comparison showed the superior
performance of PARIS.
Table 8
Comparison of PARIS and the standard methods for F1-micro metric.

ML-kNN ML-kNN(IS) CC LP MLARAM RAkEL BR ML-kNN(PARIS) ML-kNN(PARIS+LK) BR(PARIS) CC(PARIS)

Mean 0.3120 0.3243 0.3833 0.3484 0.3469 0.3908 0.2001 0.3846 0.3470 0.3506 0.3994

Ranks 7.3444 6.7444 5.2222 5.9111 6.1111 4.3111 9.4111 4.9667 5.7556 5.9222 4.3000

w/l 29/15 31/14 27/18 26/19 36/9 7/37 32/13 30/15 29/15 37/8
ML-kNN 𝑝 0.0745 0.0010✓ 0.0324✓ 0.0650 0.0001✓ 0.0000✗ 0.0004✓ 0.0210✓ 0.0294✓ 0.0001✓

𝑅+∕𝑅− 675.5/359.5 808.0/227.0 707.0/328.0 681.0/354.0 861.0/174.0 53.5/981.5 831.0/204.0 722.0/313.0 710.5/324.5 856.0/179.0

w/l 30/15 29/16 26/19 32/13 7/36 30/15 29/16 27/18 32/13
ML-kNN(IS) 𝑝 0.0018✓ 0.0873 0.2662 0.0002✓ 0.0000✗ 0.0030✓ 0.1290 0.2082 0.0003✓

𝑅+∕𝑅− 794.0/241.0 669.0/366.0 616.0/419.0 843.0/192.0 65.5/969.5 780.0/255.0 652.0/383.0 629.0/406.0 840.0/195.0

w/l 15/30 14/31 30/15 9/36 24/21 19/26 23/22 27/18
CC 𝑝 0.0038✗ 0.0451✗ 0.2041 0.0000✗ 0.7735 0.1207 0.2662 0.0096✓

𝑅+∕𝑅− 261.0/774.0 340.0/695.0 630.0/405.0 72.0/963.0 543.0/492.0 380.0/655.0 419.0/616.0 747.0/288.0

w/l 20/25 27/18 6/39 26/19 23/22 24/21 31/14
LP 𝑝 0.6639 0.0045✓ 0.0000✗ 0.0334✓ 0.9865 0.7908 0.0010✓

𝑅+∕𝑅− 479.0/556.0 769.0/266.0 54.0/981.0 706.0/329.0 519.0/516.0 541.0/494.0 809.0/226.0

w/l 26/18 7/38 27/18 22/23 22/22 31/14
MLARAM 𝑝 0.0320✓ 0.0000✗ 0.1407 0.8789 0.7264 0.0066✓

𝑅+∕𝑅− 707.5/327.5 104.0/931.0 648.0/387.0 531.0/504.0 548.5/486.5 758.0/277.0

w/l 4/41 20/25 19/26 12/32 20/25
RAkEL 𝑝 0.0000✗ 0.6886 0.0700 0.0104✗ 0.7477

𝑅+∕𝑅− 28.0/1007.0 482.0/553.0 357.0/678.0 290.5/744.5 489.0/546.0

(continued on next page)
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Table 8 (continued).
ML-kNN ML-kNN(IS) CC LP MLARAM RAkEL BR ML-kNN(PARIS) ML-kNN(PARIS+LK) BR(PARIS) CC(PARIS)

w/l 41/4 36/9 35/10 38/7
BR 𝑝 0.0000✓ 0.0000✓ 0.0000✓ 0.0000✓

𝑅+∕𝑅− 1015.0/20.0 918.0/117.0 887.0/148.0 974.0/61.0

w/l 17/25 19/26 26/19
ML-kNN(PARIS) 𝑝 0.4004 0.0572 0.3817

𝑅+∕𝑅− 443.0/592.0 349.0/686.0 595.0/440.0

w/l 21/24 29/15
ML-kNN(PARIS+LK) 𝑝 0.9236 0.0167✓

𝑅+∕𝑅− 509.0/526.0 729.5/305.5

w/l 30/15
BR(PARIS) 𝑝 0.0073✓

𝑅+∕𝑅− 755.0/280.0

Iman-Davenport 𝑝− value: 0.0000
Fig. 14. Difference in terms of F1 metric between PARIS and the standard methods sorted by an increasing number of features.
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Fig. 15. Difference in terms of F1 metric between PARIS and the standard methods sorted by increasing cardinality.
Our proposal opens new research lines. One of the first is the
possibility of applying a cooperative coevolutionary approach to our
method. The decomposition of the evolution for each label is a natural
extension of the presented algorithm. Another interesting research line
is extending the presented philosophy to other classification methods.
For some multi-label methods, such as the classifier label ranking
(CLR) [42] or instance-based logistic regression for multi-label data
(IBLR-ML) [6], the adaptation is straightforward. Extensions to other
methods used in this paper, such as the LP, RAkEL, or MLARAN, would
140

be an interesting challenge.
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Fig. 16. Difference in terms of F1 metric between PARIS and the standard methods sorted by increasing cardinality.
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