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a b s t r a c t

The current upward trend in large-scale integration of distributed energy resources (DER) in distribution
networks has fueled interest in knowing their power quality issues (PQ), even in nearly real-time scale
when possible. This trend involves researching new protection strategies that contribute to the reduction
of supply interruptions times, which will ultimately result in greater energy efficiency. Based on this
scenario, a research and development platform for testing the behavior of the electronic systems
involved in supervision and control is presented. The proposed design is based on the experience ac-
quired by our research group in the last ten years. The main objective is to reproduce on a laboratory
scale the behavior of a 9 kVA power generation system associated with active loads. This setup allows
reproducing all kind of perturbation that might happen in the actual grid and to verify the behavior of
the system devoted to their detection. Therefore, the main interest of this system is to test the behavior of
the physical devices, as well as the advanced algorithms for real-time detection. As one of its main
characteristics, the setup makes use of a high-level synchronization system in order to guarantee the
precise estimation of the response times. The most advanced objective is related to the global estimation
of the response time considering the communication delays. Thus, the test platform contributes to the
PQ, the protection, and the advanced communications, aspects which stand out as highly relevant in the
imminent wide expansion of the Smart Grids. A case study, as well as the experimental results, are
presented, which show and address the performance of the entire system.

© 2017 Elsevier Ltd. All rights reserved.
1. Introduction

Smart power grids integrate various technologies such as elec-
tric vehicles (Amini et al., 2015a, 2017) or smart home appliances
(Amini et al., 2015b) and incorporate methodologies such as de-
mand response programs (Kamyab et al., 2016; Amini et al., 2013)
or decentralized power management of renewable resources
(Baghaee et al., 2017). Two aspects such as achieving a high degree
of reliability or ensuring that power distribution facilities are easily
adapted to the changing nature of electricity consumption
(Cucchiella et al., 2016) are a clear examples of how to reduce CO2
emissions. It was initially proposed as an alternative to the deple-
tion of fossil fuels, and currently, represents an optimal solution for
the achievement of sustainable energy systems.

The upward trend in the integration of distributed energy
oz).
resources (DER) in the electricity market, many of them renewable
and non-dispatchable, involves a detriment of the network control
capabilities since those resources are directly connected to any
point of the medium voltage (MV) or low voltage (LV) grid. This is a
major factor of disturbance that leads to the emergence of stability
problems, the decrease of reliability or the presence of reverse
flows. Therefore, it is necessary to effectively manage the real-time
power flows involved in the entire electrical system.

The need for progressively providing more intelligence and
autonomy to electricity distribution grid results in the enhance-
ment of the protection and measurement equipment, so they can
easily be adapted to the concept of Smart Grid as a disruptive
technology (Shomali and Pinkse, 2016; Cardenas et al., 2014). This
trend has driven the development of the intelligent electronic de-
vices (IED), with a high level of integration and multifunctional
features, which aim to control the DER interconnection with the
electrical network (Moreno-Munoz et al., 2010; Real-Calvo et al.,
2012). Moreover, these systems have been modularized by means
of different standardized interfaces such as the IEEE 1159 (IEEE
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Nomenclature

AC Alternating Current
BOOL Boolean
CPU Central Processing Unit
CRIO CompactRIO
DAQ Data Acquisition
DC Direct Current
DB Database
DER Distributed Energy Resources
DSC Datalogging and Supervisory Control
ENET Ethernet
ES Embedded System
FPGA Field-Programmable Gate Array
GCPV Grid-Connected Photovoltaic Plant
GOOSE Generic Object Oriented Substation Event
GPIB General Purpose Interface Bus standard
GPS Global Position System
I/O Input/Output
IEC International Electrotechnical Commission
IED Intelligent Electronic Device
IEEE Institute of Electrical and Electronics Engineers
INV Inverter
LABVIEWLaboratory Virtual Instrument EngineeringWorkbench

LV Low Voltage
MMS Manufacturing Message Specification
MV Medium Voltage
NI National Instruments
PLT Percentile Long Term Flicker
PMU Phasor Measurements Units
PQ Power Quality
PST Percentile Short Term Flicker
PTP Precision Time Protocol
PV Photovoltaic
R&D Research and Development
RMS Root Mean Square
RTOS Real-Time Operative System
SCADA Supervisory Control And Data Acquisition
SCPI Standard Commands for Programmable Instruments
SGTB Smart Grid Test Bench
THD Total Harmonic Distortion
THDG Group Total Harmonic Distortion
THDS Subgroup Total Harmonic Distortion
TTL Transistor-Transistor Logic
V&I Voltage and Current
VI Virtual Instrument
WSN Wireless Sensor Network
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1159, 2009), the IEEE 929 (IEEE 929, 2000), the UL 1741 (UL 1741,
2010), the IEC 62116 (IEC 62116, 2014), the IEC 61727 (IEC 61727,
2004), or the V 0126 -1-1 (V 0126-1-1, 2013). This fact is leading
to an increasing development of monitoring and control equipment
for the power grid whereas reducing costs at the same time, which
provides continuous improvement of the flexibility and the so-
phistication of these systems. In this context, and thanks to the
advances in information technology and communication, the
development of high specific level embedded systems (ES) applied
to the electricity infrastructure is currently possible. These devices
are able to simultaneously perform several tasks that have tradi-
tionally been carried out by individual devices, being, therefore
capable of reducing losses and detecting any grid problems in order
to ultimately avoid the occurrence of a critical scenario such as a
lack of supply. An intelligent control system such as the one
described can make a decisive contribution to the management of
renewable generation. A strategy such as those proposed by the
Rochester Institute of Technology, Industrial and Systems Engi-
neering Department (Abikarram and McConky, 2017) is a clear
example. This research sought for new alternatives to alleviate
some of the burden imposed by renewable energy sources on the
grid by coordinating a fleet of industrial machines. The application
of instantaneous load smoothing strategies provides a new solution
to mitigate the impact of renewable energy sources intermittency
on the grid and could provide improved PQ to facilities with inte-
grated renewables (Abikarram and McConky, 2017).

This paper presents the development of a laboratory scale test
bench for Smart Grid research. The core of this Smart Grid test
bench (SGTB) is an ES with a high computational capacity that has
been developed for both real-time data acquisition and multi-
functional processing. The system integrates measurement, pro-
tection, stability, analysis and PQ control features of the distribution
system, as well as event logging, advanced remote applications, and
energy balance, all of them in the basic level of signal acquisition.
The real-time operation and analysis capabilities provide a plat-
form for researching on many challenging aspects of a real smart
power system. This features are in line with the Laboratory-based
Smart power system described in Salehi Pour Mehr et al. (2013).

The use of this SGTB in the laboratory of the University of
C�ordoba allows emulating various real-time scenarios that might
be found in the actual power distribution grid, as well as the usage
of advanced modeling techniques for the rapid and reliable detec-
tion of problems and anomalies in distribution lines or components
(Real-Calvo et al., 2016; Moreno-Garcia et al., 2015). Hence, the
proposed SGTB is useful for assessing the technologies that enable
the progress towards the new model of Smart Grid presented by
Gudzius et al. 2011; Ilic 2014, which requires fast event detection
and characterization, control of active power injection, smart relays
protection, and asymmetric power injection, to name a few.

The generation of amplitude and phase difference unbalances,
as well as unbalanced harmonic disturbance eases the testing of
three-phase inverters with asymmetric power injection or capa-
bilities of rerouting the energy flow to the grid so the voltage un-
balance decrease (Neukirchner et al., 2017). This is also important
from the environmental point of view since the achieved power
losses reduction can easily be translated to both CO2 emissions and
carbon footprint reduction. In brief, the laboratory of the University
of C�ordoba can be regarded as a useful tool for the development of
renewable energy resources as part of the CO2 reduction strategies
(Lund et al., 2015) or the evaluation of intelligent metering systems
(Zhou and Brown, 2017).

Its main feature over other systems, developed to operate in
Smart Grid (Meng et al., 2015; Celeita et al., 2016; Dufour and
Belanger, 2014; Guo et al., 2013), is that it integrates a protocol
for precisely synchronizing the data collection, and therefore,
establishing a high degree of positive correlation over the total
surface of a DER. For this aim, as a method of synchronism, the IEEE
1588 standard precision time protocol (PTP) is used (Pallares-Lopez
et al., 2011). In the proposed system, DER, i.e. a wind park, a solar
inverter or a data concentrator system, can be emulated by simu-
lating an energy resource unit in the IEDs integrated into the SGTB.
These IEDs are the real-time programmable controllers
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CompactRIO of National Instruments (NI cRIO). Thanks to this built-
in SGTB technology, it has been possible to verify in the laboratory
of the University of C�ordoba a real-time monitoring system for
large-scale photovoltaic parks (Moreno-Garcia et al., 2016). An ES
with PTP synchronization technologymeans a disruptive impact on
the photovoltaic sector as occurs in other scientific and industrial
sectors due to the accurate synchronization and the high degree of
determinism that can be reached. Moreover, the SGTB enables the
evaluation of IEC 61850 standard model. This model is dedicated to
improving the communication between systems integrated into
the Smart Grid. Subsequently, the SGTB developed here provides a
detailed and comprehensive supervision of the communication
devices, analyzing the performance of the IEC 61850 communica-
tions through quantifying the data processing and modeling times
of this standard (Gonzalez-Redondo et al., 2016).

The organization of the article is as follows. Section 2 describes
the ES developed, where the hierarchical structure of SGTB is
addressed from both the hardware and the information commu-
nication levels. Subsequently, Section 3 describes a case study of
the application of SGTB in a grid-connected photovoltaic plant
(GCPV). Specifically, some key techniques employed to implement
the integrated development environment are presented. Section 4
presents the trials to verify the SGTB’s performance as real-time
monitoring system installed in a photovoltaic plant connected to
the grid. Moreover, in this section, the results of a communication
test carried out to analyze the integration of the IEC 61850 standard
in the SGTB are presented. Finally, Section 5 contains the
conclusions.

2. Overall structure of the smart grid test bench

The details of the SGTB’s equipment are introduced in this
section. The SGTB proposed is a solution which integrates several
measuring and protective devices for an efficient energy manage-
ment. The conceptual scheme is shown in Fig. 1a, whereas Fig. 1b
shows an overview of the facility. In the SGTB the devices can be
grouped in four systems, whose features and operation represent
different parts of the Smart Grid conceptual architecture. In this
way, the simulation system emulates the actual electrical grid, but
with the capabilities of disturbing voltages and currents as it would
happen the Smart Grid with the presence of DER and distributed
consumers with nonlinear loads. The energy flows, as well as the
electrical variables are being acquired by the control systemwith a
high temporal resolution and accuracy that guarantee a fast
response to events. All this information is accessible and inter-
changed thanks to the communication system level which imple-
ments a bidirectional information flow in parallel which the power
system. Finally, the collected measures can be visualized in real-
time by means of a monitoring system. Each of these four levels
is explained below.

2.1. Hardware emulation system

This test bench had been employed for testing protective algo-
rithms, communication protocols, and control and management
functionalities, as well for sensors of measurement test, within the
Smart Grid paradigm. Over all by the integration in the system of
any of the standards compiled by the IEC here in the “Smart Grid
Architecture View” (IEC).

To achieve this, a simulation system to reproduce the behavior
of the electrical power generation system, such as the operational
state of the generators, lines, transformers, circuit breakers, in-
verters, loads, etc., is used. This system is composed of a control-
lable three-phase power supply and a controllable three-phase
load. Moreover, both devices can be easily controlled and
supervised by means of standard commands for programmable
instruments (SCPI) from the general-purpose interface bus stan-
dard (GPIB). In this way, the power system joint to the communi-
cation and control systems can be used to test the behavior of
devices typically used in distributed system for control and su-
pervision, like IEDs or smart meters.

The power supply system that was used in the test is the 3009 ix
AC/DC power source of California Instruments which has an inte-
grated network analyzer, as well as a three-phase output rated up
to 9 kVA. The power supply is connected to the low voltage network
of the laboratory allowing maintaining a pure three-phase sinu-
soidal system fully balanced and symmetrical. Nevertheless, this
ideal waveform can be altered and configured in order to generate
any possible perturbation, including line distortion simulation and
arbitrary waveform generation, with the aim of analyzing the
response under certain load conditions. The power supply can be
controlled by means of the front panel keypad or the remote con-
trol to configure several functions such as transients, harmonics
and arbitrary waveforms generations. Furthermore, the reliability
and accuracy of all the measures are guaranteed and confirmed by
the integrated acquisition system of the power supply. Thus, the
power supply selected is ideal for AC and DC power testing.

The 3091LD AC controllable three-phase load, from California
Instruments, can simulate high crest factor and variable power
factor load conditions. Measurements such as volt RMS, volt peak,
current RMS, current peak, crest factor, true power, apparent po-
wer, power factor and frequency can be carried out. Moreover, the
load is equipped with an integrated measurement system that
provides a second source of values for assuring the correct inter-
connection between the power supply and the load.

Finally, a data logging and supervisory control (DSC) is used for
the configuration and monitoring of the power system composed
by the AC power supply and the AC load. This whole system enables
to emulate a Smart Grid in the low voltage side, simulating a
distributed generator, with the aim of generating not only voltage
perturbance but also current deviations, through the AC power
supply and the AC load respectively. Test for harmonics (IEC 61000-
3-2, 1995), flickers (IEC 61000-3-3, 1994) or immunity (IEC 61000-
4-1, 2006) standard can be run with this setup through the
graphical programming software LabVIEW by means of an appli-
cation being executed in the DSC.

2.2. Communication system

The communication system allows for the interconnection be-
tween the devices that integrate the SGTB. The communication
system consists of a GPIB-ENET Gateway, two devices devoted to
synchronization tasks through the IEEE 1588 v2 protocol - grand-
master XLI 1588 and switch IEEE 1588 - and a LINUX-based server
for real-time database management.

The SGTB uses a global position system (GPS) module for the
synchronization of the PTP master unit (IEEE 1588 v2), which
guarantees similar levels of accuracy as those observed in a labo-
ratory environment. As the GPS synchronization is not a high
computational demanding task additional features can be inte-
grated into the system, like the coordination of a wireless sensor
network for collecting remote measures in a large installation.

To establish determinism conditions in data transferring tasks,
the communication system uses the IEC 61850 standard. This is the
standard for communication networks and systems for power
utility automation. The use of this technology provides smart
distributed energy, allowing the integration of intelligent devices
that communicate in real time (Moreno-Garcia et al., 2013;
Cucinotta et al., 2009) and with a high degree of stability, coordi-
nation, and synchronization (Gonzalez-Redondo et al., 2016;
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Fig. 1. Overview of the laboratory test bench: (a) Block diagram; (b) Photograph.
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Moreno-Munoz et al., 2013).
2.3. Control system

The control system is dedicated to managing the acquisition of
signals from the power grid, the three-phase system, as well as
sensors of different nature. This system is based on a set of pro-
grammable controllers supported by the cRIO platform by National
Instruments.

The cRIOs can operate according to international standards such
as the IEEE C37.118 (C37.118.1a, 2014) for phasor measurements
units (PMU), the IEC 61000-4-30 (IEC 61000-4-30, 2003) for PQ
equipment, the IEEE Std. 1588 (Eidson, 2002) for synchronism task
of distributed systems or the IEC 61850 (IEC 61850-7-2, 2010) for
real-time communications. This platform can be customized as well
as upgraded in the field, without changing the hardware, to behave
as the different applications above mentioned, so this technology is
the ideal approach for smart grid applications that demands
evolving functionality and requirements (IEEE Std 1588, 2011; IEEE
Std, 2030, 2011).

In the SGTB, the cRIO platforms were configured as computing
nodes in a Smart Grid system. Its instrumentation enabled to
develop the following applications (National Instruments):

- Programming applications that take advantage of multiple
processors/nodes based on the same or mixed architectures.
Several embedded controllers can be found in the laboratory,
which can be grouped into two categories. On the one hand,
cRIOs running the NI LabVIEW real-time operative system
(LabVIEW RTOS), NI cRIOs-9074, 9075, 9076 y 9024 can be
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found. On the other hand, cRIOs running NI Linux real-time
(Linux RTOS), NI cRIOs-9030, 9063, 9066 are also available.
This wide variety of cRIO platforms allows us to test and verify
the performance under several contexts of computational load.

- Sharing data efficiently among multiple processors/nodes that
are either directly connected on or remotely connected through
a network. In the SGTB, variables must be published in a Web
Service to share information between the cRIOs, as well as with
remote devices.

- Coordinating all nodes as a single system, including the timing
and synchronization between nodes. For this, all the cRIO de-
vices are constantly synchronized with the GrandMaster XLI
1588 having the most accurate time from the PTP standard. The
IEEE 1588v2 switch works as Master IEEE 1588 v2 in the local
area network to assure synchronization errors lower than 1 us.
In this way, even the delays due to the asymmetry of the
Ethernet network can be avoided.

- Integrating different types of I/O such as high-speed digital,
analog waveforms or phasor measurement measurements.
Among the modules employed in this system are current and
voltage input modules specialized in signal acquisition for po-
wer systems, a wireless communications module, which acts as
the coordinator of a wireless sensor network (WSN) composed
of distributed nodes, and the synchronization module that acts
as the PTP master for the synchronization of the rest of devices
using the PTP 1588 standard.
2.4. Monitoring system

The monitoring system is used for the management and su-
pervision of the rest of systems. This system can be configured by
means of one or several host computers.

For monitoring purpose LabVIEW software is used. This appli-
cation is an integrated development environment from National
Instruments to measure and automate collecting data from the
physical world. LabVIEW allows creating virtual instruments (VI),
running under cRIO platforms and host computers, to display the
status of the data acquisition equipment and the measurement
taken, thus acting as an enterprise SCADA systems.

3. Application in a grid-connected photovoltaic plant

The SGTB presented in the above section can be configured with
different control architectures and monitoring systems for testing
in the laboratory if those characteristics are suitable for operating in
DER situations. In this paper, the application of SGTB in a GCPV is
presented as a case study. The system was tested, first, in an
emulated laboratory scale scenario at the University of C�ordoba and
secondly, in a real installation. Concretely, the SGTB’s performance
was analyzed in a Grid-Connected Utility-Scale PV Power Plant
with a nominal power of 6.1 MW located in Cordoba, Spain, and a
property of the Magtel Operaciones SL company.

In this case study, the requirements have been defined for
processing all needed information in the monitoring of a dis-
patchable photovoltaic plant. For a PV system of this type one of the
first needs is to have the PV system perfectly characterized,
providing an accurate knowledge of the operational status of all
components that it comprises (Trillo-Montero et al., 2014). To fully
characterize the GCPV, detailed information of all values of the
different parameters that define the operation of the facility is
given. Specifically, a monitoring system that records environmental
measures, electricity production measures, and PQ measures, is
proposed. To process all measurements recorded with the same
timestamp is vital to consider two fundamental aspects, the
synchronization of the information recorded by the acquisition
devices, and on the other hand, the transmission, and analysis it.

In order to give more details about the SGTB proposed, Fig. 2 will
be used, where the configuration scheme for monitoring in real
time a large-scale photovoltaic plant connected to the grid can be
observed. The structure of the developed system comprises sen-
sors, programmable controllers, and a monitoring and supervision
system, along with the different relationships between them. In
this section, the above-mentioned methods and parameters
selected for the implementation of the monitoring system PV-on
time for the solar system are addressed in details.
3.1. Modeling a wireless sensor network (WSN) for a solar facility

A WSN to capture and coordinate measures in various
geographically distant points was modeled. Specifically, they were
added to register environmental magnitudes, as well as the cur-
rents generated by the PV modules into solar field.

TheWSN platform consisting of three main components: nodes,
gateways, and programmable controllers. The nodes were spatially
distributed and comprised the interface with sensors to monitor
the selected variables. The acquired data were then transmitted by
nodes to the gateway, which connects to a host system which
collects, processes, analyzes and presents the measurement data
using the LabVIEW software. The employed nodes were the NI-
WNS3226 model, having direct connectivity to four sensors at the
same time. The programmable controller that was used as the NI-
WSN coordinator was the NI cRIO-9075 and configured to collect
and process data from wireless nodes distributed field. This
required the installation of the NI 9795 module in the cRIO, which
acts as the network coordinator responsible for the authentication
of the nodes, data transfer management and message storage.
3.2. Modeling a real-time PQ monitoring system in inverters

The measurement of the DC voltage and current generate in the
PC field was monitored by mean of various sensors installed at the
input of each inverter. Likewise, the AC voltage and current signals
are measured with sensors located at the three-phase output of
each of the four inverters. In the proposed system (Fig. 2), cRIO
equipment is located in each inverter measuring all the parameters
required for performing power and energy calculation.

Furthermore, thanks to the three-phase voltage and current
measuring points, an analysis of the PQ can be carried out at the
point of injection to the grid, whichwill allowanalyzing how the PV
plant itself affects the quality of the signal injected into the elec-
trical grid. In order to carry out a complete analysis of the operation
of a PV installation, it should be pointed out that having additional
equipment, besides the inverters, provides the ability to record
possible events and disturbances in the electrical signal generated,
especially in the case of large PV installations, or when the number
of distributed PV installations is increasing.

The electrical quantities monitored in each inverter compliance
with UNE-EN-50160 (UNE-EN 50160, 2007) and IEC 61000-4-30
standards (IEC 61000-4-30, 2003) and can be grouped into power
and energy measurements, electrical measurements, voltage and
current unbalance measures, voltage event measurements, and
harmonic measurements. All of them addition information about
the voltage and current injected into the grid. In addition, using all
the data recorded from the solar field and the inverters, a series of
normalized magnitudes or performance indices can be calculated,
allowing an assessment of the production, efficiency, and losses in
each component of the PV field (Trillo-Montero et al., 2014).
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3.3. Modeling a synchronization and communication system for
distributed measurements

One of the main requirements for monitoring a GCPV is to
ensure a proper temporal correlation of all measurements. For this
aim, a GPS module was integrated into one of the cRIOs controllers.
This module did not only allow us to obtain a timestamp for this
device, but this cRIO was also acting as a master, implementing the
PTP, for synchronizing the clocks of others cRIO, installed in the
same facility, which were working as PTP slaves. This conception is
illustrated in Fig. 3 where the application of the supervision, control
and synchronization devices to a generation and transport system
is shown. The main difference between the SGTB located in the
laboratory and this one is the usage of a GPS module for the
SUBSTATION POWER GENERATION

TRANSMISSION SYSTEM
LOAD

SWITCH IEEE 158Master PTP v2

WSN gateway
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PTP v2

Slave 
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Fig. 3. Synchronizatio
synchronization of the PTP master unit (IEEE 1588 v2), which
guarantees similar levels of accuracy as those observed in the
controlled environment. Moreover, the GPS synchronization is not
a high computational demanding task, so additional features can be
integrated into the system as it might be a module acting as the
coordinator of a wireless sensor network responsible for collecting
remote measures in a large installation.

The usage of the NI cRIO platform together with the NI LabVIEW
software allows the development of real-time applications that
were able to integrate multifunctional processing technologies,
synchronization and communication tasks, all of them essential in a
distributed system. Specifically, using the high-speed and instru-
mentation system, the developing time were drastically reduced
since the tasks were programmed in a high level of abstraction.
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Table 1
Link quality levels of the WSN nodes.

Enumerated Values Numeric Values

Excellent 87 to 100
Good 71 to 86
Fair 55 to 70
Poor 35 to 54
Poor 0 to 34

Fig. 5. Configuration of the WSN nodes in the LabVIEW project.
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Furthermore, the enclosure of the NI cRIO devices is suitable for
industrial environments, which reduced, even more, the time be-
tween development and the application of the technology in the
GCPV.

4. Results

In order to validate the proposed SGTB, the results from the case
study presented in the above section are presented. These studies
revealed the ability of the developed SGTB for testing in the labo-
ratory systems whose characteristics are suitable for operating in
DER situations. Therefore, It has succeeded in developing a stable
monitoring application that supervises all the sensors distributed
in a GCPV and has the processing capacity to calculate production
data in real time.

The two implementation stages are addressed in the following
sections. First, the results of the laboratory scale implementation of
the acquision equipment is presended. Subsequently, its applica-
tion in the selected GCPV is exposed highlighting the coordination
between devices, and the data synchronization as the novel
features.

4.1. Simulation of a real-time monitoring system for a GCPV in the
laboratory

A procedural test of the SGTB configuration was performed in
the laboratory to validate the design prior to its deployment in the
GCPV. The designed monitoring system was configured with the
LabVIEW platform and the cRIOs. A DELL server executed the
LabVIEW project that receives the information acquired by
different cRIOs and processes the measurements to determine
production data, losses, performance, etc. In this system, the
calculated measurements could be monitored in a supervisory
control and data acquisition (SCADA) application and stored in a
database (DB), both processes being performed in real time. Given
the magnitude of the project, some results related to the configu-
ration of the cRIO platforms are shown. Moreover, a test for
analyzing the influence of data-related factor on the use of IEC
61850 is described.

4.1.1. Evaluation of the WSN network
11 spatially-distributed wireless nodes were installed in the
Fig. 4. Calibration of the WSN
laboratory in order to evaluate the link quality of this technology.
NI-WSN parent devices (routers and gateways) can only have a
maximum of eight end nodes connected to them at a given time.
This limitation could be a problem when a node configured as an
end node might not be able to join a device node. Therefore, to
avoid this and ensure the communication quality, three nodes were
configured as mesh routers.

The WSN was tested in the laboratory, verifying the correct
configuration of both the data acquisition part and the communi-
cation system. The operation of the nodes was monitored in Lab-
VIEW for about a month. For this, the WSN nodes were declared in
the LabVIEW project with a simple interval of transmission of 5 s.
LabVIEWmonitors the status of the nodes and the list of digital and
analog signals belonging to each node as shown in Fig. 5.

For the first one, temperature sensors were connected to each of
nodes in the laboratory.
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node asserting that the received data matched the expected one. As
far as the communication was regarded, the quality link indicator
sent by the nodes was also recorded an evaluated. NI sets five
ranges for signal quality (Table 1). During the laboratory test, the
link quality of all the nodes was always monitored at the maximum
range.

Fig. 4 shows an image of the layout of the WSN nodes in the
laboratory.
4.1.2. Configuration for measurements on inverters
The acquisition of the measures for the analysis of the PQ is

made through software implementation called virtual instruments
(VIs) developed with the graphical programming tool NI LabVIEW.
These code blocks are run in real time and with a high level of
determinism in the cRIO platforms.

For the acquisition of these signals, the project was configured
in a way that allowed having an embedded application running on
each cRIO, and the FPGA and the processor to be handled in real
time (Fig. 6 (a)). This was possible thanks to the installation of the
FPGA and real-time modules in the cRIO chassis. The next step was
to configure the I/O modules in each chassis and integrate that
action into the project. LabVIEW includes the advanced auto-
detection functionality of the I/O modules, so the configuration of
the NI RIO modules was simplified (Fig. 6 (b)). The various acqui-
sition channels were then configured, one to capture 3 AC voltages
and 1 DC voltage and the other to capture 3 AC current and one DC
current, matching the above-discussed signal to be monitored in
each inverter.

In the VIs of each cRIO, routines devoted to determine the PQ of
the generated electrical signal in real time were implemented for
each inverter. For this aim, the communication with the FPGA was
done through a critical priority loop included in the RTOS whereas
the processing of the PQ measurements was performed in parallel
to the data acquisition loop. In this way, the measurement acqui-
sition and the PQ calculations were carried out with a high level of
determinism. Fig. 7 shows a calibration test of the measurement
(a)

Fig. 6. Configuration of the cRIOs in the LabVIEW project: (a) Detail of c
system performed in the SGTB.
An analysis of the processing capacity of the NI cRIO-9075 and

the NI cRIO-9024 models was performed. In both cRIO platforms, a
real-time deterministic processing of all information and data was
possible by means of the LabVIEW RTOS integrated into their
chassis. Furthermore, in addition to the tPQ events and the steady
state signal variations, such as harmonics and voltage unbalance,
the power and energy production were determined in the RTOS
from measurements, performed according to several electromag-
netic compatibility standards (IEC 61000-4-30, 2003; UNE-EN
50160, 2007; IEC 61000-4-7, 2002; IEC 61000-4-15, 2010).

From all the processing tasks, the most critical ones are those
related to PQ analysis that took place directly in the controllers.
Thus, the performances of both sets of equipment for this process
were determined and collected in Table 2. The NI cRIO-9075 sup-
poses a more economical solution but it has lower processing ca-
pabilities than the NI cRIO-9024, which prevents the registering of
some events such as rapid voltage changes or unbalance factors.
Therefore, and according to objectives of the case study, the NI
cRIO-9075 was selected for monitoring the inverters in the PV
plant.
4.1.3. Test of communications based on the IEC 61850 standard
The last trial considered for testing of the SGTB was the inte-

gration of the IEC 61850 standard so the communications perfor-
mance can be analyzed in the laboratory. For this aim, National
Instruments provides the NI Industrial Communications for IEC
61850 software, which implements a library with a wide range of
VIs and properties. By means of this software and LabVIEW, it is
feasible to develop IEC 61850 applications for the IEDs. Between
some of the possibilities that this system offers it should be pointed
out that the VIs can be programmed either using GOOSE (Generic
Object Oriented Substation Event) or MMS (Manufacturing Mes-
sage Specification) properties and therefore they can implement
both communication services.

This case study focused on the measurement of the transfer
(b)

RIOs’s configuration; (b) Detail of the acquisition module in a cRIO.
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Fig. 7. Calibration of the conditioning circuits developed jointly to the CompactRIO programmable controller (cRIO): (a) AC test; (b) DC test.
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times when the GOOSE messaging is employed. In order to avoid
the influence of other factors, which have been previously studied
by others authors, such as the network topology, the bandwidth or
the traffic, a simplified architecture was selected composed of two
cRIO devices connected bymeans of a Moxa PT-7710 switch. One of
the devices was acting as publisher, whereas the other was a sub-
scriber as it can be observed in Fig. 8. Due to the restrictions of the
communication library, only those cRIO models which are able to
implement the GOOSE communication services were used. Spe-
cifically, the NI cRIO-9066, with a dual-core process running at
667 MHz and an FPGA Artix-7, and the NI cRIO-9030 with a central
processing unit (CPU) dual-core at 1.33 GHz and the 70T FPGAwere
Table 2
Performance of programmable controllers for PQ measurements.

Measurements Computed

One-cycle fundamental power values 3-phase
Power values 3-phase
Energy values 3-phase
Aggregated frequency 10 s values 1-phase
Voltage RMS values 3-phase
Current RMS values 3-phase
Vrms-under 3-phase
Vrms-over 3-phase
Voltage events 3-phase
Rapid voltage changes events 3-phase
Voltage THD 3-phase
Voltage THDG 3-phase
Voltage THDS 3-phase
Current THD 3-phase
Pst 3-phase
Plt 3-phase
Voltage unbalance factor 1 value for 3-phase
Fundamental voltage unbalance factor 1 value for3-phase
Fundamental voltage symmetrical components 1 value for 3-phase
Current unbalance factor 1 value for 3-phase
Fundamental current unbalance factor 1 value for 3-phase

Processing time

a Cycle.
chosen. Both devices were also equipped with NI-9402 modules
composed of 4 bidirectional digital channels. In Fig. 8 the Ethernet
connections are represented with dashed red lines, whilst the solid
blue line illustrates the digital TTL (Transistor-Transistor Logic)
connections between the publisher and the subscriber. Such basic
configuration contributes to minimizing the influence of the
network time.

The methodology followed for measuring the performance was
similar to the one proposed in (Gonzalez-Redondo et al., 2016), by
means of digital signals. In the publisher side, a digital output is
activated just before the transmission of the data is performed, and
remains in this state until the VIs responsible for this transmission
Intervals NI cRIO-9075 NI cRIO-9024

1ca Yes Yes
10c Yes Yes
10c Yes Yes
10c,3s,10s,10m Yes Yes
10c,3s,10s,10m Yes Yes
10c,3s,10s,10m Yes Yes
10c,3s,10s,10m Yes Yes
10c,3s,10s,10m Yes Yes
1c No Yes
1/2 c No Yes
10c,3s,10s,10m Yes Yes
10c No Yes
10c No Yes
10c No Yes
10c No Yes
2h Yes Yes
10c No Yes
10c,3s,10s,10m Yes Yes
10c No Yes
10c No Yes
10c No Yes

140 ms 90 ms
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Fig. 8. Setup details of the IEC 61850 test.
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Fig. 10. Influence of the number of data over the transfer time.
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are finalized. This signal is wired to the subscriber so it can identify
the instants when the transmission processing started and finished.
The processing time in the subscriber side was calculated using the
absolute timestamp of the instants that indicated the beginning
and the end of the processing for receiving the datagram. In Fig. 9
the different times defined by the IEC 61850 standard are shown.
These times are the publisher processing time (Ta), the subscriber
processing time (Tc), and the total transfer time (Tt) that includes Ta,
Tc, and the network time (IEC 61850-5, 2013). In addition, the
parameter T1 was defined that indicates the time elapsed between
the beginning of the transmission and the time in which the first
data was received by the subscriber.

Based on this configuration several tests could be run in order to
analyze the communications performance. One of these tests was
to assess the influence over the transfer time of the number of
object being transmitted. For this aim, 10 scenarios were tested,
transmitting and increasing number of objects in each one. For each
scenario, 1000 samples of the time parameters were recorded for
later processing. The mean values of the test were used in the
comparisons.

The selected data type for the test scenarios was the BOOL
(Boolean) type. The first test was conducted for one BOOL data, the
second one for two and so on. All the objects were included in the
same logical node. The obtained results are shown including the
mean values of Tt and T1 for each scenario.

As it can be observed in Fig. 10, where the time magnitude is
represented alongwith the number of object being transmitted, the
number of data being transmitted directly affect the transfer times
(Tt) since the frame length is increased. This relationship seems to
be almost linear. However, in the case of T1 the time measured was
similar for all the tests.
DO1 DO2 DO3 DO4 DO5

1 2

Ta

T1

Tt

PUBLISHER

Fig. 9. Setup details for measuring the t
4.2. Deployment in the grid-connected photovoltaic plant selected

In this section the results regarding the deployed of the previ-
ously tested SGTV in the selected GCPV are addressed. First, the
installation of the WSN network is described. Secondly, the syn-
chronization procedure of the cRIO equipment is exposed. Finally,
some performance results of the plant are discussed.

Fig. 11 shows an aerial photograph of the GCPV selected. The
implemented monitoring system has been installed in the trans-
formation center of one of the 8 clusters in which the plant is
divided. In the figure, this is indicated by a shaded area that high-
lights the region of the solar trackers monitored by the SGTB. In the
analyzed TC four photovoltaic sections of 100 kW converge, being
each one composed of 22 solar trackers which inject its power to
the grid through an inverter.

In the PV plant described, the previously commented wireless
sensors that climatological parameters and the direct current
generated by each group of panels forming a solar tracker have
been distributed.

In the area where the inverters are located, the sensors that
measure the voltage and current from the solar field, as well as the
value of these quantities transformed at the output of each inverter
were deployed. In each inverter, a cRIO has been located to analyze
the quality of the signal generated by the inverter. In addition, each
cRIO has been configured with the PTP protocol to establish a
correct temporal correlation of the data measured by the different
sensors. To this end, a fifth cRIO has been installed operating as a
DO1 DO2 DO3 DO4 DO5

3 4

Tc

SUBSCRIBER

ransfer times of the IEC 61850 test.
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Fig. 11. Aerial photography of the monitored GCPV.
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PTP master and performing the function of recording the mea-
surements performed by the WSN nodes.

Finally, the server where the LabVIEW project in charge of
performing the control is integrated was deployed in the control
center of the plant. In this project, the measures are processed to
obtain the previously commented information about the operation
of the plant. The quantities recorded allowed determining pro-
duction data, losses, performance, etc. Furthermore, the calculated
measurements are monitored in an application and stored in a DB,
both processes being performed in real time.
WSN Router Node

Wireless Communication

WSN Gateway

WSN End Node

Fig. 12. Wireless sensor network
4.2.1. WSN network
The WSN nodes were installed according to the structure of the

Utility-Scale PV Power Plant shown in Fig. 12 The solar trackers are
distributed in parallel and the distance between them can be either
14 or 20 m. An image of a WSN node installed in the cabinet under
the tracker is also shown in Fig. 13.

During plant operation, the WSN gateway Link Quality signal
with the WSN nodes was significantly lower than the laboratory
tests. As proof of this, Fig. 14 shows the Link Quality values for three
nodes. Table 3 shows the Link Quality status for all nodes installed.
Nevertheless, as shown in Fig. 13 the enclosure in which the nodes
were installed can drastically have affected the wireless signal.
(WSN) nodes configuration.



WSN Node

Conditioning circuits current 
transducer of solar trackers

Fig. 13. WSN node in solar trackers in grid-connected PV plant.

I.M. Moreno-Garcia et al. / Journal of Cleaner Production 162 (2017) 45e6056
4.2.2. Synchronization of acquisition equipment deployed in plant
This hierarchy between themaster PTP (cRIO-WSN) and the four

PTP slaves (cRIO-INV1, cRIO-INV2, cRIO-INV3, and cRIO-INV4) is set
with a priority parameter. The cRIO which acts as master PTP must
be configured with the lowest priority and the rest of cRIOs, which
would act as slaves, must be configuredwith a higher priority. Once
Fig. 14. Link Quality moni
established the synchronization hierarchy, the clocks of each slave
are aligned with the master.

For the installation, a priority of 80 has been assigned to NI cRIO-
WSN, to act as a master in the synchronization of cRIOs. The
remaining modules maintained the same priority, 128, except for
the equipment located in the cRIO-INV2 inverter that was
tored for three nodes.



Table 3
Link quality levels of the WSN nodes.

ID Node Link Quality Value

1 58 Fair
2 11 Poor
3 37 Poor
4 54 Poor
5 44 Poor
6 28 Poor
7 47 Poor
8 41 Poor
9 50 Poor
10 25 Poor
11 30 Poor
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configured with priority 100. This can act as a substitute for the
master clock, especially in the situation of loss of communication
improving the reliability of the system.

In Fig. 15 the identification of the master located in the PV plant
can be observed. The reference ID can be displayed on the
“GrandMaster Clock”. In addition, it also identifies the ID “Master
Clock” with the same reference. In addition, the figure shows the
configuration achieved by the cRIOs located in the inverters. In all
cases, the “Master Clock” ID can be displayed as a reference. Syn-
chronization ensures simultaneous capture and correlation of
MASTER CLOCK ID
00-80-2F-FF-FE-17-6B-87:1

cRIO-INV1

cRIO-INV3

Fig. 15. Configuration of the
measurements of all parameters.
4.2.3. GCPV performance analysis through the data monitored by
the SGTB

Among the different PQ parameters evaluated by this system, an
experimental testing concerning the effect of the irradiance in the
quality of the signal injected into the grid has been carried out. For
this aim, PQ parameters at the output of an inverter, the active
power (Pa) and the voltage THD (THDV), has been compared with
the solar irradiance (Gi). The research was based on data recorded
in the DB of the developed monitoring system for three cases: a
clear day (Fig. 16), a cloudy day (Fig. 17) and a day with sunny spells
(Fig. 18). The results depicted that there is an effect of solar radia-
tion in the PQ of the signal produced by the inverter.

The left graphs,16(a),17(a) and 18(a), show the active power and
the solar irradiance. For the three cases studied, the active power Pa
produced by the inverter is linearly dependent with the solar
irradiance Gi. The right graphs, 16(b), 17(b) and 18(b), show the 9th
harmonic voltage amplitude registered at the output of the
inverter. Each horizontal line of these graphs corresponds to one
channel or phase. As shown in these graphs, a high harmonic
distortion is producedwhen the inverter starts and ends to produce
energy. The spikes on the THDV in the three phases are easily visible.
These instants match with sunrise and sunset, low solar irradiance
cRIO-INV2

cRIO-WSN

cRIO-INV4

synchronization system.
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Fig. 16. Clear day.

(a) (b)

Fig. 17. Cloudy day.
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conditions, so the THDV is also strongly influenced by the solar
irradiance Gi.

5. Conclusions

The present study provided a real-time laboratory scale test
bench to emulate different scenarios in the Smart Grid. The pro-
posed platform, based on a high computational capacity ES, was
designed to implement a multifunctional and flexible architecture.
It consisted of a configurable power system and an advanced su-
pervisory and control system that enabled the acquisition and the
processing in real time. Moreover, a high precision synchronization
system, as well the IEC 61850 communication standard, was
incorporated, main features that differentiate this system
compared to the ones previously developed. These capabilities
have proved to be useful to test Smart Grid technologies, such as
protection, PQ monitoring, communication or DER integration,
(a)

Fig. 18. Sunny
providing great benefits in order to achieve a more secure and
reliable power system.

A case study has been presented to show the performance of the
system such as the verification of the monitoring system for a grid-
connected power plant. This systemwas characterized by including
a wide range of measurements from distributed devices that are
processed in real time, with strict temporal correlation conditions.
The use of the SGTB platform was also essential to validate in the
laboratory the real-time processing, synchronization, and
communication systems, as well as the logging of all the records in
a DB before the final deployment of the system in the photovoltaic
plant.

The implementation of the proposed methodology in the grid-
connected PV plant selected using controllers with RTOS allowed
the establishment of priorities so that the acquisition and pro-
cessing of a wide range of measurements of operation and man-
agement with a high degree of stability, coordination, and
(b)

spell day.
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synchronization in real time. Due to the use of a WSN network in
the PV modules and solar trackers, it was possible to calculate the
state of production and the wiring losses. Thanks to the added
sensors in the inverters and the RTOS controllers, it was possible to
obtain more information than the provided by inverters, detecting
and classifying PQ measurements, as well as obtaining information
about their performance. The information recorded by the
deployed system can be considered relevant for operators of grid-
connected PV plants because it allows them to monitor in real
time the state of production, the quality of the injected signal into
the grid and the performance of the generation equipment.
Moreover, results show the effectiveness of the proposed platform
to establish the same timestamp in a DER framework. As demon-
strated in the paper, the platform was equipped with an adaptable
hardware and a configurable management architecture that
enabled it to emulate technologies focused on the future energy
system in order to increase its resilience and security.
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