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Abstract—In this paper, an optimal tuning tool is presented for control structures 

based on multivariable PID (Proportional–Integral–Derivative) control, using 

genetic algorithms as an alternative to traditional optimization algorithms. From 

an educational point of view, this tool provides students with the necessary 

means to consolidate their knowledge on these control structures, which are of 

particular relevance in control engineering. The Graphical User Interface designed 

for the tool allows for: the selection of the control structure, the desired 

decoupling, the type of PID, the analysis of the interaction effects through RGA 

(Relative Gain Array), the planning of several optimal tuning processes, the 

comparison of different designs (through graphics or the numeric results 

obtained) and the management of data files saved during the planned optimal 

tunings process. The developed tool was made available to students for them to 

solve a practical problem and, subsequently, the impact of its use was evaluated. 
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I. INTRODUCTION 

MIMO (multiple-input and multiple-output) processes are common in industry. There 

are various control strategies for these processes, and various ways to tune the 

controllers that are part of such strategies. Therefore, analysis of MIMO processes is 

considered a fundamental aspect of control engineer training and, MIMO control 

systems have been, and are still being, widely investigated. In general, these can be 

classified into centralized or decentralized control systems. Different decentralized 

control method techniques have been developed, among them designs based on some 

SISO methods [1], [2], works that look for critical gains of the system in order to tune the 

controllers [3]-[7] and methods in which the controllers are obtained by means of 

analytic, numeric or graphics methods. Centralized control techniques are used when 

the interaction between variables is so high that the problem cannot be solved with a 

decentralized control. In this work a set of techniques is used that breaks in two phases 

the structure of centralized control: first, decoupling the system in order to minimize 

interaction or to make the system diagonal dominant; then, designing the controllers 

using a decentralized method [8]. The other technique is based in the use of four PID 

controllers. 

 

To tune controllers employed in control structures, various techniques can be used, 

some of which are based on optimization. These optimization-based tuning methods can 

be classified into two groups: those using traditional optimization algorithms [9]; and 

those using evolutionary computation algorithms, frequently Genetic Algorithms (GAs). 

In recent years evolutionary computation algorithms are being used instead of traditional 
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optimization algorithms because they provide a much greater efficiency in obtaining the 

global optimum and thus minimize the computational cost.  

From an educational point of view, it would be useful to have software tools that 

allow design of control structures from simple, flexible descriptions, and that offer a wide 

range of options. In this respect, it is noteworthy that various simulation programs 

already exist to design controllers for MIMO systems using traditional tuning methods 

[9]. There are also tools that simulate MIMO processes on which is possible to design 

different control strategies [10], and virtual labs that allow tuning the of a real plant’s 

controllers [11]-[13]. However, it is difficult to find simulation tools for the optimal tuning 

of controllers for MIMO control systems. It is therefore of interest to develop a tool like 

that presented here: a software tool developed in Matlab for optimal tuning (through 

genetic algorithms) of control structures for MIMO systems 2x2 that allows, among other 

functions: 

- Writing the MIMO process 2x2 to be analyzed. 

- Calculating the RGA to measure any interaction between the process variables. 

- Selecting the desired control structure. 

- Designing the decoupling for centralized control structures. 

- Tuning the various PID controllers in several MIMO control structures through genetic 

algorithm-based optimization. 

- Establishing fixed values, if desired, for the controllers’ parameters, or limiting their 

range of variation. 

- Displaying the response of the selected control structure graphically. 

- Saving the results obtained in a data file for later analysis. 
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- Comparing the responses of the various structures tested both graphically and 

numerically (fitness function). 

This paper is organized as follows. Section II explains the control structures and 

tuning methods that can be applied with the tool. Section III gives a detailed description 

of the tool’s functions. Section IV provides an evaluation of the tool, detailing the 

educational experience with the tool. Finally, Section V draws conclusions. 

 

II. CONTROL STRUCTURES AND OPTIMIZATION ALGORITHMS USED 

This section describes the different control structures for MIMO control systems 2x2 

implemented in the developed tool and the optimization algorithm used. 

A. MIMO Control Structures 

All the control structures included in the developed tool are based on PID 

controllers, as these types of controllers are used in most industrial applications due 

their robustness, the intuitive relationship between their parameters and the response of 

the system, and their flexibility [14]. 

- Decentralized Control is performed with two PID controllers. A controller is assigned 

for each loop of a MIMO process 2x2, Fig. 1. 
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Fig. 1.   Decentralized Control. 

 

- Two alternatives to Centralized Control are considered: the use of a block made up of 

four PID controllers and a decentralized control made up of two PIDs, but with the 

addition of decoupling.  

 For a centralized control case made up of four PIDs, Fig. 2, two PIDs receive the 

error signal from one loop and the other two from the other loop (e1 = r1-y1 and e2 = 

r2-y2). Furthermore, this block provides two control signals to the process (u1 and 

u2), where 12111 uuu   comes from PID11 PID12 and 22212 uuu   comes from 

PID22 and PID21.  
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Fig. 2.  Centralized Control. 

 

 For the centralized control with decoupling, Fig. 3, a block is added to eliminate 

the process interaction, reducing the problem to one of decentralized control. 

Compared with other centralized structures, from a computational point of view, 

by reducing the number of controllers, the number of decision variables that the 

optimization algorithm has to handle later is also reduced, so this structure is 

more efficient than others. However, if the interaction is not completely 

eliminated, the results of the control design will not be those desired. There are 

different techniques to design the decoupling [13]. The tool offers a choice of the 

three most commonly used: Nordfeldt dynamic decoupling, Nordfeldt static 
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decoupling and decoupling with two dynamic elements [14]. It also allows a user 

to write a custom decoupling manually. 

 

Fig. 3.   Centralized Control by Decoupling. 

 

The tool offers four options for PID controllers to be implemented in control 

structures [15]: PID, PI-D, I-PD or, simply, a PI controller. 

B. Optimal Tuning by Genetic Algorithms 

To tune the PID controller parameters, an optimization algorithm based on an 

evolutionary strategy was used, specifically a genetic algorithm (GA). The GA or bio-

inspired algorithms are stochastic global optimization strategies that attempt to emulate 

natural evolution [16]. To find the optimal solution, operators such as crossover, 

mutation and selection [17] on solutions (individuals) obtained in previous stages of the 
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algorithm are used. A stochastic algorithm cannot guarantee optimal solutions, but the 

experience of other authors in various fields has shown that the solutions provided by 

these strategies are very close to the optimum, with a low computational cost compared 

to deterministic algorithms [18]. 

The GA used is the Augmented Lagrangian Genetic Algorithm (ALGA) [19]. This GA 

can solve a Non-Linear optimization Problem (NLP) with equality and inequality 

constraints, and bounds in decision variables. The GA parameters, those which had 

given better performance, were configured to be: 

- Population: The algorithm begins by creating a random initial population using a 

uniform distribution. Its size is 20 individuals in each generation, but the number of 

elements (genetic code) that characterize each of them depends on the MIMO 

control strategy chosen: 

o For decentralized control and centralized control by decoupling, there are eight 

elements per individual that represent the parameters of the two PIDs used (Kp1, 

Ti1, Td1, α1, Kp2, Ti2, Td2 y α2).  

o For centralized control, there are sixteen elements per individual, that represent the 

four PID parameters involved (Kp11, Ti11, Td11, α11, Kp12, Ti12, Td12 , α12, Kp21, Ti21, Td21, 

α21, Kp22, Ti22, Td22 y α22).  

- Individual coding: made by real numbers.  

- Genetic operators:  

o Selection: the selection mechanism of parents for the next generation is a 

stochastic uniform distribution [19].  
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o Crossover: The recombination mechanism or crossover begins with the creation 

of a random binary vector of the same length as the parent's genetic code. An 

algorithm runs through the vector so that, if it finds a 1, the corresponding gene is 

taken from the first parent, otherwise if it finds a 0; the gene is taken from the 

second parent. It was established that 80% of individuals of each generation 

come from this mechanism.  

o Mutation:  an algorithm is employed that generates random address mutation, 

whose step length is chosen in order to verify the problem constraints. It has been 

established that 20% of individuals of each generation come from this 

mechanism.  

o Elite count: the existence of elite individuals is considered, so the best parents of 

each generation are moved directly to the next. Its value was set to two. 

- Stopping Conditions: the next two are used, finishing the implementation of the GA at 

the time to verify either. The user can configure these values with the tool:  

o The point when new generations do not improve the fitness function.  

o The point at which the maximum number of generations configured in the tool has 

been reached. 

 Another important issue to consider is the construction of the fitness function to be 

optimized. The aim was to minimize both errors between the setpoint and process 

output as the control effort required. As the intention was to work with 2x2 processes, 

the following fitness function (J), made up of two terms (J1 and J2), was established:  

)1(21 JJJ   
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)2(*)(*)()(*)( 111111111 TVWeightTVpIAEpWeightIAErIAErWeightIAEJ              

)3(*)(*)()(*)( 222222222 TVWeightTVpIAEpWeightIAErIAErWeightIAEJ                 

Where: 

- IAEi(ri): the Integral of Absolute value of Error produced in output i by setpoint ri. 

- IAEi(p): Integral of Absolute value of Error produced in output i by external 

disturbances and the other setpoint. 

- TVi: the total variance, which quantifies the total control effort by measuring the 

evolution of the control signal ui at each sampling instant k with respect to the instant 

before [20]:  

)4()1()(
1




k iii kukuTV
                                               

- WeightIAEi(ri), WeightIAEi(p) y  WeightTVi: weights that permit greater or lesser 

relevance to be assigned to certain terms of the fitness function, depending on the 

desired objectives (a more or less aggressive responses, for example). 

 

III. TOOL DESCRIPTION 

The following describes in detail the tool’s capabilities, designed for the optimal 

tuning of PID controllers in the control structures described above. To that end, a Twin 

Rotor MIMO System was used. The principal goal was not only to arrive at the designs 

themselves, but also to develop a tool sufficiently educational to be useful to students 

and to allow them to assimilate the basic knowledge of these kinds of processes.  
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To tune the controllers optimally for each control structure, the user has the option to 

configure either a single design, or a configuration of several designs that run 

sequentially using a batch process. Both options are described here. 

 

Fig. 4.  Main Window. 

 

A. Configuration and Running of a Single Design 

 The model of the system used as an example was obtained by identification. Its 

mathematical expression is:  
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 The steps to set up the design for a decentralized system control using the PID 

structure for the controllers are:  
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- Enter the MIMO process 2x2: click on the Process menu located on the Main 

Window, Fig. 4, which opens the Process and Control Structure dialog box, Fig. 5. At 

the top of this window are boxes to insert the four transfer functions for the process. 

 

Fig. 5.  Process and Control Structure Window. 
 

- Analyze the interaction between unpaired variables using the RGA: In the 

previous dialog box the RGA button can be seen, Fig. 5. Press this button; a new 

window will appear showing the RGA of the process. 

- Select the control structure: the desired control structure can be chosen in the 

Process and Control Structure dialog box, Fig. 5, using the Control Structure pop-up 

menu, and selecting either a centralized control by four PIDs or a decentralized 

control. If the latter is chosen, another pop-up menu (Kind of Decoupling) appears, 

where the user can choose whether or not to use decoupling, and if so, of what kind. 

In this example, a decentralized control without decoupling was chosen. 
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- Select the PID control structure: from the Controller pop-up menu in the dialog 

box, Fig. 5, one of the four PID control structures allowed by the tool (PID, PI-D, I-PD 

and PI) can be selected. In this case a PID structure was chosen. 

- Limit the variation range of controller parameters: the last configurable field of 

Process and Control Structure dialog box is the search range used by the 

optimization algorithm for the decision variables (controller parameters). If desired, 

fixed values can be set. In this example, the filter on the derivative action factor is 

fixed to 0.01 and the range of other decision variables was selected after performing 

multiple tests. 

- Set simulation and optimization parameters: the Configuration menu of the Main 

Window, Fig. 4, is used to select a set of parameters which can be divided into two 

groups:  

o Simulation parameters, Fig. 6a: Simulations must be performed both during and 

after each optimization. The post-optimization simulation is performed to show 

graphically how the system responds with the final control strategy. In this design 

the parameters shown in Table I were set. 

TABLE I. Simulation Parameters 

SIMULATION PARAMETERS U1/Y1 U2/Y2 

SP time: moment at which Set Point is produced 5 sec. 50 sec. 

Initial SP: Set Point initial value 0 units 0 units 

Final SP: Set Point final value 0.1 units 0.1 units 

Disturbance Time: moment at which disturbance is produced. 100 sec. 150 sec. 

Disturbance: step amplitude that simulates the disturbance. 0.2 units 0.2 units 
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o Optimization parameters, Fig. 6b: these are necessary to establish the values of 

some GA parameters, previously discussed in Section II.B. The duration times of 

the simulations to be performed during optimization are also set. In this case the 

next optimization parameters set were those shown in Table II. 

 

TABLE II. Optimization Parameters 

OPTIMIZATION PARAMETERS 

GA Parameters 

Stall time limit 75 sec. 

Generations 100 

Design variables 6 

Optimization Times 
SP 25 sec. 

Disturbance 25 sec. 

 

Fig. 6a: Simulation Parameters (Left). 

Fig. 6b: Optimization Parameters (Right). 
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- Select the weights of the fitness function: These weights are described in Section 

II.B, and are entered in the Weights panel of the Main Window, Fig. 7.  

 

Fig. 7.  Weights panel of the Main Window. 

- Write the name of the file in which the results will be saved: in the dialog box 

that appears when the user clicks on the File menu in the Main Window. 

- Start optimization: click the Optimize button in the Main Window to start the optimal 

tuning of the controllers. 

During the optimization, in the text box at the bottom of the Main Window information 

will appear on the progress of the optimization, that is, on the GA evolution in each 

generation and values of the fitness function.   

When the optimization is finished, the controlled variable y1(t), the set point r1(t) and 

the disturbance at the input of the process G11(s) will be shown on the axes at the top 

left of the Main Window. On the axes at the bottom left the variable y2(t), the set point 

r2(t) and disturbance at input of process G22(s) will be seen. In the upper right hand axes 

the control signal u1(t), and in the axes at the bottom right the control signal u2(t), will 

appear.  Also, in the Controller Parameters panel (bottom right) the values that were 

obtained for each of the PID parameters of the control strategy selected will be seen. 
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B. Configuration and Running of Batch Designs 

To set up a series of designs that run sequentially the batch processing feature of 

the tool can be used; this is especially useful for unattended operation. Pressing the 

Batch button in the Main Window causes the Batch dialog box, Fig. 8, to appear. In this 

dialog box, using the Iterations Number box in the Simulation Parameters panel, the 

user can select the same options as those for the single design (introduction of the 

process, selection of the control structure and kind of PID, setting search ranges of 

controller parameters, setting the parameter optimization and simulation and the weights 

of fitness function) and selecting the number of times that he/she wishes to make the 

same design (an important issue, taking into account the stochastic nature of the 

optimization algorithm). In the example described in this paper a batch design, Fig. 8, 

was programmed. The process, the structure control and parameters used are the same 

as those explained in Section III.A.1. To program different designs for different 

processes with different control structures and controllers, with other optimization and 

simulation parameters, and so on, different pages can be generated. In this case, 

different pages were created in which the only differences were the weights of the 

fitness function. 

Finally, the File menu in the Batch dialog box, Fig. 8, can be used to retrieve a 

previously programmed batch file. If selected, the name of the file and the first page of 

data will appear in the Batch dialog box.  
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Fig. 8.  Batch dialog box. 

C. Analysis of Results 

As discussed above, the results are saved in a file. In this example a batch 

processing has been programmed, so that in the saved file there will be a line of results 

for each programmed page.    

 

Fig. 9.  Menus available from the Main Menu 

Pressing the Results menu on the Main Window, Fig. 9, the dialog box shown in Fig. 

10 will open, showing all the results stored in the file. Also, the Selection Process and 

Control Structure dialog box, explained above, will appear. Here the control system, the 
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control structure and PID controller can be seen. Furthermore, the values that were 

selected for the simulation and optimization parameters will appear in the appropriate 

windows destined, Fig. 6), as previously explained. 

 

Fig. 10. Results Window. 

 

If a line of results (containing the process analyzed, the control structure tested, the 

PID parameters and the values of fitness function) is selected and the OK button is 

pressed, a representation of the process response with the control structure obtained 

will appear in axes on the Main Window. Fig. 11 shows the response obtained for the 

example studied. Looking at the axes it can be seen that outputs y1(t) and y2(t) reach 

their reference values and reject disturbances in quite an optimal way. Also, in the text 

box the values of the different elements of the fitness function achieved with this test will 

appear. The values obtained in the example shown are the lowest of all those achieved, 

which was why this particular result line was selected to be analyzed. In the Weights 

Panel the weights selected for this case will appear and in the Controller Parameters 



19 

 

Panel the values of the PID parameters obtained can be seen. If more than one result 

line is selected, a graph of the results will be shown for each of the lines, allowing an 

intuitive and visual comparison of the different control structures obtained. 

 

Fig. 11. Main Window 

D. Other Options 

 On the Main Window, Fig. 10, there are a number of buttons under the Weights 

Panel, listed below with their corresponding functions: 

- Optimize: starts the optimization.  

- Stop: stops the optimization at any time.  

- Clear: clears the contents of graphic axes.  

- Zoom: enlarges the area required in the axes.  
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- Batch: pressing this button opens a dialog box that permits a batch optimization to be 

generated.  

- Close: closes the tool. 

 

IV. EVALUATION 

The main goal in creating this tool was to improve student learning in designing 

control systems for multivariable processes. The tool was therefore put into service for 

the practical work in the course Control Engineering, in the Automatic Control 

Engineering degree at the Polytechnic School of the University of Cordoba, Spain. When 

all the students had finished their practicals and  had been graded by the teacher they 

were asked to express their anonymous opinion of the tool, with the aim of analyzing the 

effect that it had had on their learning. 

A. Student Practicals With the Tool  

In the practical work of the Control Engineering course, students had to make 

various designs and then compare the results obtained by simulation with the results 

obtained on a testing platform in the laboratory, Feedback’s Twin Rotor MIMO System 

33-220, Fig. 12, a classic example of a MIMO process 2x2. The process comprises two 

perpendicular rotors for which independent voltages (inputs) are supplied with the 

objective of controlling the angular positions of the two axes on the horizontal and 

vertical planes (outputs).  

One of the best possible solutions from all those obtained by the students for the 

control system platform is the example analyzed in previous sections. 
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Fig. 12. Twin Rotor MIMO System 33-220 of Feedback. 

 

After completing their practical work, students were required to deliver a reasoned 

and justified report with the results obtained. The subsequent evaluation of these reports 

showed that they had attained the high level of understanding of concepts that it was 

intended to teach.  The improvement in the practical grades over the previous year can 

be seen in Fig. 13, and is attributed to the tool allowing students to check in practice the 

knowledge they had received in their lectures. This tool allows students to design all the 

control structures for MIMO processes that had been taught in class, to test and 

compare their operation by changing certain parameters, and to see what option is best 

for the process being studied through the tool’s analysis capabilities. The tool’s GUI 

allows simulations to be run without any programming effort on the part of the students, 

who thus improve their understanding without spending time on implementing the 

controllers. 
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Fig. 13. Comparison of student grades between 2008/2009 and 2009/2010 courses 

 

A statistical analysis was made on the student results [21]. Statistical outcomes of 

this study are shown in Table III. The mean of the grades in the 2009/2010 offering of 

the academic course in which the tool was used in practicals is higher than of the 

previous one. To determine if this difference between means is statistically significant a 

t-test was made, giving a t-test value of 2.2267; choosing in a usual t-test table a value 

of 0.05 for probability p the critical t value is 2.04 (less than 2.2267), thus the means are 

statistically different. Students having improved their grades significantly support the 

utility of the tool to improve student learning. 
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Table III. Descriptive Statistical Values 

 2008/2009 course 2009/2010 course 

Mean 5.64 7.84 

Standard Error 0.5174 0.4632 

Median 6 8.375 

Minimum 2.25 3.5 

Maximum 9.25 9.75 

Count 18 16 

Standard Deviation 2.195 1.8526 

Sample Variance 4.818 3.432 

 

B. Student Assessment of the Educational Tool 

To evaluate three other basic aspects of the tool in student learning, the 

questionnaire shown in Table IV was administered. The questions were formulated 

based on those used in similar studies [12], [13], [21]-[23]. 
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TABLE IV. Survey of tool carried out for the students 
 

Item 

Q1 The tool helped me to improve my theoretical knowledge about MIMO control 
systems. 

Q2 I think that I will remember the concepts taught in the subject better than if I had 
only had lecture classes. 

Q3 I understood the design methodology that is used with the tool correctly and 
easily. 

Q4 I am satisfied with the simulation practical with the tool. 

Q5 The concepts presented in the tool are clear and easy to follow. 

Q6 I think that the tool is easy to use and understand. 

Q7 I think that the Graphical Interface User is user-friendly. 

 

The first three items were proposed to elicit students’ opinions about the 

improvement in their learning when using the tool. The next item was included to 

determine if they considered that the practical achieved its objective. The last three 

questions relate to the usability and ease of understanding of the tool. In Table V the 

responses of the students are given. 

TABLE V. Student Responses to the tool survey per subscale (Number of students= 16) 

Group Items Strongly 
Agree 

Agree Neutral Disagree Strongly 

Disagree 

Improvement in their learning 
(Q1, Q2, Q3) 

41.7% 50% 8.3% 0 0 

Objective practice 
(Q4) 

25% 75% 0 0 0 

Usability and easy understanding 
of the tool 

(Q5, Q6, Q7) 
37.5% 54.2% 8.3% 0 0 
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Fig. 14 details the survey responses of all 16 students enrolled during academic 

year 2009/2010, who did the practical. The answers were rated as strongly agree, agree, 

neutral, disagree, or strongly disagree. The percentage of answers that strongly agree or 

agree with the assertions is very high, indicating their opinions that using the tool in the 

practicals served to consolidate the concepts taught in the course, and that the tool is 

user friendly for most of them. Therefore, it would seem to be of interest to continue this 

experiment and to prepare more practicals with this tool in future. 

 

Fig. 14.  Student survey answers (Number of students= 16) 

 

V. CONCLUSIONS AND FUTURE IMPROVEMENTS 

This paper has presented a software tool for optimal tuning of 2x2 MIMO control 

systems based on Gas, that has a clear educational application. The tool has a friendly 

Graphical User Interface with many configuration options, for both design and analysis 

of results, including: calculation of the RGA; selection of different control structures; the 

decoupling design; the possible configuration of a single design or a batch design for 
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tuning various types of PID controllers in various control structures by optimization 

based on genetic algorithms; graphical visualization of the response obtained with the 

selected control structure; storage of the results in data files for further analysis; and the 

comparison of responses obtained with the different structures tested both graphically, 

and numerically with the optimization data (fitness function). These features make it 

ideal for use in pedagogy, especially for control engineering practical laboratories. To 

test the usefulness of the developed tool, it was made available to students in practicals 

for them to obtain various 2x2 MIMO controller designs that were then compared and 

subsequently tested on a laboratory plant (Feedback’s TRMS). The student response 

was satisfactory, both for the high degree of interest and for improving their practical 

grades. 

Encouraged by these good results, it is proposed to incorporate future 

improvements to the tool, such as extending it to work with 3x3 MIMO systems, or to 

create a library of genetic algorithms which would allow the user to choose the most 

appropriate optimization algorithm. 
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