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Abstract: We consider the sine-Gordon (SG) equation in 1+ 1 dimensions. The kink is a
static, non symmetric exact solution to SG, stable in the energy space H' x L2. Itis well-
known that the linearized operator around the kink has a simple kernel and no internal
modes. However, it possesses an odd resonance at the bottom of the continuum spectrum,
deeply related to the existence of the (in)famous wobbling kink, an explicit periodic-in-
time solution of SG around the kink that contradicts the asymptotic stability of the kink
in the energy space. In this paper we further investigate the influence of resonances in
the asymptotic stability question. We also discuss the relationship between breathers,
wobbling kinks and resonances in the SG setting. By gathering Bicklund transformations
(BT) as in Hoffman and Wayne (Differ Int Equ 26(3—4):303-320, 2013), Muifioz and
Palacios (Ann. IHP C Analyse Nonlinéaire 36(4):977-1034, 2019) and Virial estimates
around odd perturbations of the vacuum solution, in the spirit of Kowalczyk et al. (Lett
Math Phys 107(5):921-931, 2017), we first identify the manifold of initial data around
zero under which BTs are related to the wobbling kink solution. It turns out that (even)
small breathers are deeply related to odd perturbations around the kink, including the
wobbling kink itself. As a consequence of this result and Kowalczyk et al. (Lett Math Phys
107(5):921-931, 2017), using BTs we can construct a smooth manifold of initial data
close to the kink, for which there is asymptotic stability in the energy space. The initial
data has spatial symmetry of the form (kink + odd, even), non resonant in principle, and
not preserved by the flow. This asymptotic stability property holds despite the existence
of wobbling kinks in SG. We also show that wobbling kinks are orbitally stable under
odd data, and clarify some interesting connections between SG and ¢* at the level of
linear Biacklund transformations.
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1. Introduction and Main Results

Consider the 1 + 1 dimensional sine-Gordon (SG) equation, in physical coordinates
(t, x), for a scalar field ¢:

Gi — Pyx +sing = 0. (1.1)

Here, ¢ = ¢ (¢, x) is a real-valued function, and (¢, x) € R2. A natural energy space for
(1.1) is given by

- . . )
(Hy x LH(R) = {¢ ‘= (¢, ¢1) € (H' x L))(R) : sin <5> L%R)} :
where we use the standard notation 43 := (¢, ¢;), corresponding to a wave-like dynamics.

This fact essentially follows from the lower order conservation laws called energy and
momentum, respectively:

. 1 .
El$)(0) = 3 fR (@2 + D) (1, x)dx + fR (1 —cos¢(t, x))dx = E[$1(0), (1.2)
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and
. 1 -
Plpl(t) = 3 /R@(L X)¢x(t, x)dx = P[$](0). (1.3)

Real-valued solutions of (1.1) that initially are in H, Sll. n X L? are preserved for all time, see
e.g [19,60]. Additionally, they are globally well-defined thanks to the fact that sin(-) is
a smooth bounded function. In what follows, we will assume that we have a real-valued
solution of (1.1) (in vectorform)d) e C(R; Hslm L. Additionally, small perturbations
of a given solution in H_; ! in X L? are essentially in H' x L2, and vice-versa.

Solutions of (1.1) are known to sat1sfy several symmetry properties: shifts in space
and time (79, xo), i.e. the mapping qb(t X) ¢>(t + 19, X + X0) among SG solutions is
preserved, as well as Lorentz boosts: for each 8 € (—1, 1), given ¢(t x) = (¢, d)(t, x)
solution, then

(@, d)p(t,x) = (9, ) (y(t — Bx), y(x — B)), y:=(1—pH"2 (14

is another solution of (1.1). The parameter y is called Lorentz scaling factor, having an
important role in the Physics of SG, and in what follows.

As for the motivation for studying SG, this equation has been extensively used in
differential geometry (constant negative curvature surfaces), as well as relativistic field
theory and soliton integrable systems. The interested reader may consult the monograph
by Lamb [42, Section 5.2], and for more details about the physics of SG, see e.g. Dauxois
and Peyrard [18], and the recent monographs [17,29].

SG has particular (topological) stationary solutions, known as kinks [42]:

Q(x) :=4arctane”. (1.5)

This exact solution connects the final states 0 and 2. Thanks to Lorentz boosts (1.4)
and translation invariances, it is possible to define a kink of arbitrary speed g € (—1, 1)
and shift xp € R, given by

O(t, x; B, xo) = darctan(e? ¥ PI+0)y o = (1 — g2)~1/2, (1.6)

From the integrability of SG [1,72], interactions between kinks are elastic, i.e. they are
“solitons” in the strict sense of the word [42]. Also, — Q(x) is another stationary solution
of SG, usually called anti-kink.

Itis well-known that (Q, 0) is orbitally stable under small perturbations in the energy
space (H I'x L?)(R), see Henry-Perez-Wreszinski [25]. More precisely, there exists
Co > 0 such that, for all sufficiently small n > 0,

(@, 1)t =0) — (Q, 0l 12 <1
— sup (¢, ¢) (1) — (Q, 0)(- — y(O)ll 112 < Con, (L.7)

teR

for some y(¢) € R. Using the Bicklund transformation present for SG, and extensively
mentioned below, Hoffman and Wayne [27] extended this stability result to the case of
the kink and sketched the case of several kink structures. Inspired by this work, and
using the same technique, in a recent work [60] the three main 2-soliton solutions of SG
were proved to be orbitally stable for small perturbations in the energy space. In that
paper, 2-kinks solutions (1.11) were considered, but also breathers (see (2.1) below) and
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kink-antikinks, two additional 2-soliton solutions which are even in space. All of them
were shown to be orbitally stable for small perturbations in H' x L2

In this paper we consider the asymptotic stability (AS) problem for the SG kink in
the energy space. More precisely, we would like to understand the possible final states
allowed by (1.7). As we will explain below, this is not a simple problem, because of
several intriguing ingredients. Our main result, stated in few words, claims the following.

Theorem 1.1. There exists a smooth infinite codimensional manifold M, o of initial
data (g, ¢1) of the form

(Po, #1) = (Q +uop, s0), uoodd, soeven, |(uo,so)llgixrz <n<K1, (1.8)

of zero momentum (1.3), under which the SG kink Q in (1.5) is asymptotically stable in
the energy space.

What do we mean by asymptotically stable in this setting, and what kind of manifold
are we talking about, is something that we have to explain in detail, but it requires
the introduction of several additional ingredients. These ingredients are the so-called
wobbling kinks, breathers, (spectral) resonances and Bicklund transformations, and we
deeply think that they are certainly necessary to fully understand Theorem 1.1. A key
element for the proof of Theorem 1.1 is to understand how spatial parity properties
relate under Bécklund transformations, a subject left out in our previous paper [60],
and schematically explained in Figs.4 and 5. The impatient reader can directly go to
Theorem 6.1 to read a detailed description of our main result.

1.1. Wobbling kinks. Proving Theorem 1.1 is not direct, essentially because of the exis-
tence, near the static kink, of arbitrarily close wobbling kinks in SG [64,65], [16, Thm.
2.6] (see also references therein and [36, Remark 1.3]).

Recall the kink (1.5). Wobbling kinks are explicit solutions Wg = Wg(z,x), B €
(—1, 1), to the SG equation (1.1), which behave as periodic in time, localized perturba-
tions of the static kink solution':

Wg(t, x) :=4 Arg (Ug +iVp),
Ug := cosh(Bx) + B sinh(Bx) — Be* cos(at) (1.9)

Vg := €* (cosh(Bx) — Bsinh(Bx) — Be ¥ cos(ar)), «:=,/1— B2

See Fig. 1 for a graphic depiction of this solution. Formally, wobbling kinks are solutions
of the form kink + breather, where a breather is a periodic in time solution of SG, for
reasons to be explained below. Note also that Wg reduces to the SG kink (1.5) as 8 — 0.
By construction, when 8 # 0, these modes never converge to a final state, no matter
how close they are to the kink Q. Therefore, as already stated in [36, Remark 1.3] SG
kinks are not asymptotically stable in the energy space.

Consequently, any result concerning the long time behavior of SG kinks (see Theorem
1.1) will require to take into account these counterexamples (and probably others) to the
existence of final states.

1 Note also that Wyg is defined using the multi-valued, complex-valued function Arg, in order to avoid
undesirable jumps obtained by using arctan.
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Fig. 1. The wobbling kink (1.9) with 8 = 0.5 at times ¢t = 0 (continuous curve), t = 2 (dashed curve), and
t = 6 (dotted curve)

For further purposes, we will need the following standard notation: form =0, 1,2, ...,
denote

H"(R) :={f € H"(R) : f iseven in space}, (1.10)
HI"(R) :={f € H"(R) : f isodd in space}. ’

As usual, we denote L%(R) = HS (R) and Lg(R) = Hg0 (R). Our second result of this

paper is related to the orbital stability of the wobbling kink, under odd perturbations.

Theorem 1.2. The SG wobbling kink is orbitally stable under small H(,l X L{z, perturba-
tions.

A more quantitative version of this result is given in Theorem 4.6. Whether or not the
wobbling kink is orbitally stable under general perturbations depends on the definition of
wobbling kink solution. Precisely, for some particular initial data one can see (see Lemma
4.7) that the wobbling kink structure as itself (periodic in time, odd perturbations of a
kink) is destroyed; however, this is because the wobbling kink (1.9) is part of a more
general family of topological 3-soliton solutions consisting of a kink and an attached
static/moving breather. This phenomenon is similar to the case of NLS breathers/2-
solitons, which are part of a whole family, see e.g. [2] for details. The stability of the
whole 3-soliton family remains an interesting open problem.

SG can be also described using Inverse Scattering Techniques (IST) (recall that
SG is an integrable model [1,42,72]). Some spatial decay hypotheses are needed to
define the associated scattering data (or Riemann-Hilbert problem), and data only in the
energy space are not well-suited for those methods. Also, the dynamics around kinks
is usually not treated because of its unusual limit at infinity. Therefore, a description of
the (wobbling) kink dynamics as in Theorems 1.1 and 1.2 for data only in the energy
space is far from obvious, and not known as far as we understand. However, the IST
description, when made rigorous, is far more accurate than ours. The interested reader
can consult the recent monograph by Klein and Saut [31] for a complete description of
this fascinating topic on IST vs. PDE techniques. See also a recent work by Chen-Liu-
Lu [13] on the AS in some weighted smooth functional spaces by means of IST. The
integrable character of SG was provedin [1,72]. Some early descriptions of the dynamics
can be found in Ercolani, Forest and McLaughlin, [23]. Birnir, McKean and Weinstein
[11] studied nonexistence of breathers for perturbations of SG formally using Biacklund
transformations. Denzler [22] improved this result by considering more nonlinearities.
See also Vuillermot [71] and Kichenassamy [30], and the monograph by Schuur [66] for
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more details on the methods. See also [52] for a recent construction of invariant soliton
manifold for perturbed SG equations. A completely rigorous result on nonexistence of
odd breathers can be found in [37].

The wobbling kink in SG (1.9) was first discovered by Segur [64] (see also [65]),
while searching for wobbling kink solutions for ¢* (see Sect.2). Using IST and a
permutability theorem [42], the wobble (1.9) is easily found as a solution consisting of a
static kink plus an attached breather, exactly as expressed in (2.9). The same procedure
for the ¢4 model (2.3) seems not to work (i.e. there is no wobbling kink), as the authors
pointed out in [65]. A more rigorous proof was given in [36], in the case of (odd, odd)
data, but for general data the question remains largely open. In this paper we answer
parallel questions for the SG case, which enjoys far more algebraic properties than ¢*,
although they meet nicely at the linear level, see Sect. 2. This close connection between
SG and ¢* has fascinated to plenty of authors in the mathematical physics community
since past forty years; see e.g. the monographs [17,29] for further details. In this paper,
we also explore this connection in terms of the components needed for the proof of
Theorems 1.1 and 1.2, see in particular the bridge between Theorems 1.2 and 1.1, which
is Sect. 5.

Is the wobbling kink asymptotically stable for odd data? Clearly not. Fix 8 € (0, 1).
Then the initial perturbation of the wobbling kink Wg(t, x) given by Wg (0, x), with
B’ ~ B does not converge to the wobbling kink Wpg. This means that wobbling kinks
are not AS. The problem of asymptotic stability of the wobbling kink for a manifold of
initial data just as in Theorem 1.1 remains an interesting open question.

Another point of view under which Theorem 1.1 can be put in context, is the one
associated to generalized Korteweg-de Vries (gKdV), nonlinear Schrodinger (NLS) and
Klein-Gordon (NLKG) equations and their associated soliton dynamics. We first focus on
the NLKG case, closely related to SG. Soffer and Weinstein [68,69] successfully solved
the intriguing interaction between solitons and radiation in 3D NLKG. A complete
description of the invariant manifolds around the 1D NLKG soliton for supercritical
powers was also described in [41], recently extended in [38], based in previous results
by Bizon et. al. [12]. See the monograph [62] for a complete account of the methods
developed by Krieger, Nakanishi and Schlag in the case of Klein-Gordon theories in
several dimensions, and motivated by earlier fundamental results in this area by Bates
and collaborators [9,10]. For generalized KdV equations, see the works by Pego and
Weinstein [63] and Martel and Merle [46—48]. Martel, Merle and Tsai [51] showed the
stability of the sum of N solitons in general gKdV equations. The recently written review
paper [39] contains a more complete description of the remaining NLS case, and of the
literature around this important subject.

If the background is not soliton like, there are also important results to mention. Delort
[20,21] considered the global existence and scattering of small solutions to quasilinear
NLS and NLKG equations. Bambusi and Cuccagna [8] considered the NLKG dynamics
around the zero state. Other recent results concerning the scattering of small solutions
in NLKG equations can be found in [45,70].

As for kink structures is referred, and their asymptotic stability, there are several
works on this subject. Merle and Vega [54] showed asymptotic stability of the modified
KdV kink (see also [7,57]). Kopylova and Komech [33,34] considered the case of kink
structures in scalar field models with higher nonlinearities. The kink in the ¢* model was
treated in [36], as previously explained. Finally, see [67] for the final state of a variable
coefficients ¢* kink.
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Since the emergence of this work in 2020, several works on the AS of the kink in
scalar field models have appeared. Closely related to this work we mention Luhrmann
and Schlag [43], who proved AS of the SG kink in a weighted space and odd data. Note
that this data considers the odd resonance as well. Related to other kink solutions in
different settings, we mention the recent works [15,24,35,40,44].

The results previously proved in [36,37], and the ones in this paper, make strong
use of the parity of the initial data. Here we also consider particular parity for initial
data even if it is not preserved in time. The use of parity in wave like equations is not a
new subject, but it has had some increasing use in the previous years. Kenig et al. [28]
considered energy channels for wave equations in odd dimensions, where initial data of
the form (f, 0) and (0, g) were considered, much in the spirit of the generator of the
manifold M, ¢ considered in this paper. However, it seems here that our results are the
first ones where this symmetry is not respected by the flow.

We believe that some of the results here proved can be extended to more general
solutions of SG, for instance, to the case of 2-kinks, wobbling kinks, or the so-called
modified KdV kinks [54,57]. Concerning the first case, a 2-kink is a solution of SG that
behaves as the elastic interaction between two kinks. In the SG case, this 2-kink solution
is explicit, and given by (see Lamb [42, pp. 145-149],%):

sinh(yx)

R(t, x; B) = 4arctan ('BW

), Be(=1,1), B#0. (1.11)

Here B is the scaling factor (or speed),and y = (1 — 2)=1/2 {5 the usual Lorentz factor.
The 2-kink represents the interaction of two SG kinks with speeds =4, with limits as
x — =oo equal to —2m and 2r respectively (i.e., R does not decay to zero). Note
that R is odd in x and even in t. Also recall that this solution was proved to be stable
[60]. In another direction, the extension of Theorem 1.1 to the case of breathers (2.1)
is a challenging problem, first of all, because it will be necessary to identify the correct
perturbative manifold for decay. See also [5,6,59] for other early stability results in the
case of breathers and [58] for a simple account of stability results in integrable and
nonintegrable equations.

Organization of this article. This article is organized as follows. Section2 presents
preliminaries that we will need along this paper, in particular, resonances in ¢* and
SG around kink solutions. Section 3 deals with the Bécklund transformations in the SG
case. Section4 refers to the action of the BT on certain parity manifolds, and contains
the proof of Theorem 1.2 (see Theorem 4.6). Section5 is devoted to the study of the
linearized BT around the SG and ¢* kinks. Section7 contains the construction of the
initial data and the zero-momentum manifold M,, o. Section 8 deals with the modulation
of the evolution. Section9 concerns with the lifting of the data around zero towards the
kink solution, Sect. 10 focus on estimates on the shift parameters on the kink, and finally
Sect. 11 is devoted to the end of proof of Theorem 6.1.

2 Note that in our previous paper [60, eqns. (1.6) and (1.7)] there is a missing § in the definition of the
2-kink R (¢, x) and kink-antikink A(z, x).
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Bg

Fig. 2. Breather solution (2.1) with 8 = 0.5 at times ¢ = 0 (continuous curve), t = 2 (dashed curve) and
t = 6 (dotted curve)

2. Breathers and Resonances in ¢* and SG: AS of the Vacuum Solution Under
Odd Perturbations

This section is devoted to introduce some notation and key elements for forthcoming
sections. Of particular interest will be the following three ingredients: (i) the introduction
of the ¢* model and its spectral properties (internal modes, resonances, etc.), useful in
Sect.5; (ii) the SG spectral problem and its connection to the wobbling kink, also useful
for Sect.5, and finally, (iii) the SG breather and its relationship via parity manifolds
with the asymptotic stability problem around the vacuum, a result from [37] shall play
a key role on the proof of Theorem 1.1 (see Theorem 2.1). We start out by recalling the
definition of breather.

2.1. Breathers. A breather is a periodic in time, localized solution of SG around zero.
The most famous example of breather is given by the formula [42]
B sin(at)
Bg(t,x) =4arctan ( ————— ), a=,/1—-82, B#0, Be(=1,1. (21)
o cosh(Bx)
See Fig.2 for a picture of the breather at different times. This solution is stable [6,60],
and for B small contradicts the asymptotic stability of the vacuum in the energy space.
The reader may consult [3,4] for more details on breather solutions and their stability.

2.2. The ¢* kink and the even resonance. A step forward towards the understanding of
the long time dynamics around kink solutions in 1 + 1 dimensions was given in [36],
where the authors considered odd perturbations of the (odd) kink

X
H(x) = tanh (—) , 2.2)
V2
in the 1 + 1 dimensional ¢4-m0del of Quantum Field Physics [18,36]
b — bxx — P+ ¢ =0. (2.3)

This model, in its 3D version, is deeply related to the Higgs boson description [26], via
symmetry breaking around the global minima |¢| = 1. Although non integrable, ¢* is
closely related to SG (1.1). More precisely, after subtraction of 7, SG solutions ¢ solve

¢tl - ¢xx - Sin¢ =0, (24)
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for which ¢* (2.3) is a third order approximation, up to a suitable scaling factor. A
beautiful description of the duality ¢*-SG can be found in the monograph by Dauxois
and Peyrard [18], previously mentioned. In particular, many properties related to SG are
also studied in ¢>4 and viceversa [18,64,65]. However, SG is integrable and 454 is not.

In [36] it was proved that (under the oddness assumption on the initial data (¢, ¢;) (t =
0), which is preserved by the flow),

(@, ¢)(t =0) = (H,0) [l g1xp2 <n K1

. _ (2.5)
- t_l)linoo (@, @) (@) — (H, O) | (g1 2y(1) = O,

for any compact interval of space /. This result was showed using fine virial estimates

allowing to control the existence of an internal mode associated to the linear operator

Ly around H:

X
Ly :=—08>—1+3H> = —9%+2 — 3sech’ (ﬁ) (2.6)

Recall that an internal mode here is a positive eigenvalue below the continuum spectrum.
Here the internal mode and its eigenvalue are [36]

Y, := sech (i) tanh (i> = 2.7
1= ﬁ ﬁ s =3 .

The extension of the result (2.5) to the case of general data is far from being simple,
and remains a challenging question, mainly because of the existence of an spectral
resonance (a generalized eigenfunction of £ in L%\ L?) at A = 2, given by

Ly (1 - %sechz (%)) —2 (1 - %sechz (%)) . 2.8)

Moreover, this resonance is even, and that is really important for the proof in [36]. See
that work for more details.

2.3. Wobbling kinks and the odd resonance. Coming back to SG (1.1), and making a
quick comparison with ¢, we can notice that the kink Q (connecting 0 and 27) has
no parity property, and the subtraction of 7 above mentioned leads to an equation (see
(2.4)) which is not stable around the zero state.

Recall that we have said that a wobbling kink can be recast as kink + breather, and
we know that breathers are even. However, this conception is a somehow misleading
because of the following really surprising fact.

Indeed, contrary to ¢4, one can notice from (1.9) that wobbling kinks Wy can be
recast as (odd, odd) perturbations of the SG kink (Q, 0). Indeed, from (1.9) one has (see
also Fig.3)

Wg(t,x) — Q(x) = 4Arg( (cosh x cosh(Bx) — B sinh x sinh(Bx) — B cos(at))

+iB (sinh x cos(ar) — sinh(ﬁx)))
B (sinh x cos(at) — sinh(Bx)) ) 29

= 4arctan (coshx cosh(Bx) — B sinh x sinh(Bx) — B cos(at)
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Fig. 3. Evolution of the wobbling kink (2.9) minus Q in the case 8 = 0.5. On the left, Wg (7, x) — Q(x) for
times ¢ = 0 (continuous curve), # = 2 (dashed curve) and t = 6 (dotted curve). On the right panel, d; Wg (¢, x)
for times = 0 (continuous curve), t = 2 (dashed curve) and r = 6 (dotted curve). Note the oddness character
of both graphs. Contrary to the common belief that wobbling kinks are “kink+breather” structures, the even
character of the breather (2.1) is not preserved by the wobbling kink

Even more surprising, is the following fact: if the initial data qg(t =0) = (0, 0)+(up, 5o)
are such that (ip, 5o) are odd, then the Eq. (1.1) formally preserves this property: one
has (E(t) = (Q,0) + (,5)(t), with (i, 3)(¢) odd for all time.> The wobbling case is a
direct example of this property, and it seems the unique parity property around the kink
preserved by SG.

Consequently, and in view of (2.9), no result like (2.5) can be proved in the SG case
in the (Q+ odd, odd) data case.

Another key point to have in mind, related to the odd parity in SG, is that the linear
operator around Q given by

Lo :=—82+cos Q = —32+1 —2sech’ x, (2.10)

has no internal modes (unlike ¢*), but a resonance at » = 1 with odd generalized
eigenfunction (= tanh x) at the bottom of its continuum spectrum. This property is in
concordance with the existence of an odd perturbation of the kink which does not decay
to the kink (the wobbling kink), since the resonance function is also odd. To add more
substance to this analogy, in the ¢* case the resonance above mentioned is associated to
an even generalized eigenfunction. Moreover, the resonance tanh x of period A = 1 can
be formally found as the spatial part of the 8 — 0 limit of the derivative of Wg:

1
L:= A—hflgi_r)n0 dgWp(t, x) = tanh x cost.

Note that L does not decay in time, and solves L;; + Lo(L) = 0. See also (5.4) for
more properties about L. A natural question that arises from this observation is the
following: Is there any corresponding connection between the ¢* resonance (2.8) and
a hypothetical ¢* wobbling kink? In the odd-data case, such a connection does not exist
in the case of small perturbations [36], but here we talk about even data.

2.4. Breathers and the AS manifold structure around zero. A key feature of the breather
solution (Bg, 9, Bg) in (2.1)is its parity character in space. Indeed, note that SG preserves

3 This is a consequence of the fact that sin Q is odd and cos Q is even; the equation is now odd parity
invariant: 3,214 — Bfu +sin Q(cosu — 1) +cos Qsinu = 0.
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(0,0) € Og

— P =0

(ym Uo) °

0,0) |  (BsBsy) (&) €&

Fig. 4. A schematic representation of the initial-data manifolds £y and Oy in (2.11). Here (o, 0) and (e, ¢)
mean odd-odd and even-even data in H! x L2, The horizontal dark region represents a submanifold of small
initial data for which no asymptotic stability (AS) around zero is present. The breather family (Bg, Bg ;) (for
any small B) is part of this manifold (but it is not known yet if it is the only counterexample to AS). On the
other hand, the vertical submanifold is related to AS thanks to Theorem 2.1, it has zero momentum P (see
(1.3)) and it is part of the region in the energy space where AS is present. Finally, note that both manifolds &

and O are preserved by the SG flow, intersect themselves only at the origin, and they are H Iyr? orthogonal

(even, even) and (odd, odd) parities around zero, and breathers are even solutions of SG.
Also consider the following parity manifolds:

Eo:=H}! x L2,

(2.11)
Op := Hol X Lg.

Both manifolds are preserved by the SG flow. Also, & is related to the manifold of initial
data under which the zero solution is not asymptotically stable, since (Bg, 0, Bg)(t =
0) € &.

In [37], it was proved that Oy is indeed related to the manifold where asymptotic
stability holds:

Theorem 2.1 (See also Fig.4). There exists ey > O such that, if (y, v) € C(R; HO1 X Lg)
is a globally defined odd solution to SG such that sup,cr |(v, V)() | g1y 12 < €0, then
for any compact interval I C R one has

t—ljrinoo I(y, U)(f)||(H1 xL2)(I) = 0. (2.12)
Moreover, there is integration in time of local norms: for any small c1 > 0 fixed,

/ / eI + 37+ 07 (0 x)dedr 5 e, @13

Remark 2.1. Estimate (2.13) will be useful to prove Theorem 1.1, more precisely, the
convergence result in Theorem 6.1, Eq. (6.4) (see Sect. 11, Step 4).
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3. Bicklund Transformations

The previous discussion, mesmerizing in terms of allowing us to extend the techniques
used in [36] to the SG case, opens a new window of possibilities where asymptotic
stability could hold, this time in the complement of the odd parity manifold (note how
different are parities between ¢* and SG). But first we need to introduce the SG Biicklund
Transformations (BT). For more details, see e.g. [32]-[60].

3.1. Definitions. Let us write (1.1) in matrix form, that is 5 = (¢, d1) = (¢o, ¢1), in
such a form that (1.1) reads now

{a,m = ¢1. a1

i1 = 03¢ — sin .
Now we introduce the Béacklund transformation (BT) that we will use in this article.
Recall that Hsll.n ={uel® : u el? sin(3) € L?} represents the energy space
introduced by de Laire and Gravejat [19]. Clearly, and restricted to our setting, solutions

of the form (Q, 0) plus perturbations in H' x L? are included in this space..

Definition 3.1 (Bdicklund Transformation). Let a € C be fixed. Let 5 = (¢o, P1)(x)
be a function defined in Hslm (C) x L*(C). We will say that ¢ in Hslm (C) x L*(©)isa
Béicklund transformation (BT) of (E by the parameter a, denoted

B(¢) — &, (3.2

if the triple ((75, @, a) satisfies the following equations, for all x € R:

l n (M) +asin (M) , (3.3)
a 2 2

l Sin (M) —a Sin (M) 3 (34)
a 2 2

The following result appears in an unpublished result by Nakanishi et al, justifying
the introduction of the BT (3.3)—(3.4). Just denote

C, = ﬁcos <¢0;¢0), C_ .= %cos (('00_%), 3.5)

Yo.x — @1

@1 — Po,x

2

and

Sy = %sin (@) , S_:=uasin (@) . (3.6)

Lemma 3.2 (Nakanishi, [61]). Assume that <Z0 and ¢g are real-valued and related via
a BT (3.3)—(3.4) with parameter a € R, and let ¢(t) and ¢(t) global solutions to SG
(3.7) with initial data ¢o and @o respectively. Then ¢ (t) and ¢(t) are related via a BT
of parameter a for all time.
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Remark 3.1. The use of the Bicklund transformation is not new in the field of integrable
stability theory. The reader can consult the monograph [53] for a detailed introduction
to the subject. In recent years, several works dealing with stability of solitonic structures
via Béacklund transformations have appeared: Hoffman and Wayne [27], Mizumachi and
Pelinovsky [4,5,56,60], but its use as a method for proving asymptotic stability results
in this paper seems to be new in nonlinear wave like equations.

Proof of Lemma 3.2. Note that (3.3)—(3.4) can be rewritten as u = (ug, u1) = (0, 0),
where

ug = 0xpo — ¢p1 — Sy — S,

3.7)
up =) —0xpo — Sy +S5_.
With this definition of #, we have
Orup = 0;0xp0 — drPp1 — C4+0rp0 — C— 0o, (3.8)
Oy = 0rp1 — 0;0xpp — C_0; 9 — C0; o, ’
where C,, C_ were introduced in (3.5). Now, using that
2(C4S— +C_S8;) =singpy, 2(C_S; — CyS_) = sin ¢y, 3.9)
we have for C* = C, + C_,
dyuo = 3790 — singp — 1 — C*(ug + 1) — C~ (g1 — 1), (.10
dyuy = =37 +sin g + 1 — C ™ (uo + ¢1) — C* (91 — uy).
Finally we obtain
(@ + Cuy — (3 + CHug
= [8,¢1 — 3290 +singy — C~ (300 — 1)1 — (Bx + CH) (B0 — 1) 3.11)
(@ — Cuo — (3 — CHuy '
= —[3ip1 — 8¢ +sin 1 + C~ (30 — d1)1 + (3 — CH) (D00 — 91).
Since qTS and ¢ satisfy SG in vectorial form, then injecting them into (3.11) yields
0 +CHuy — (0 +CHug =0, (3.12)

(8 — C)ug — (3x — CHuy =0,
which implies
L3Nl 2 = (dpuoluo) + (duy|uy)

= (3 — CHur + C uglur) + (@ + CHug — Curlug)  (3.13)

= (C™lluol® + w1 *) < IC lloclii 7.
Therefore, the Béacklund relation (3.3)—(3.4) or u = 0 is propagated to all € R. |

We finish this subsection by considering Biacklund functionals, in the sense consid-
ered in [4,60].
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Definition 3.3 (Bdicklund functionals). Let (o, @1, ¢o, ¢1, a) be data in a space X (R)
to be chosen later. Let us define the functional with vector values F := (F;, F;), where
F = F(eo, @1, 90, ¢1, a) € LZ(R) X LZ(R), given by the system:

1. + . -
Fi(9o. ¢1. ¢0. b1, a) =0 —¢1—; sin <(p0 2¢0)—a sin <(p0 3 ¢0> . (.14

1 . + . —
Falgo. 1. b0 d1. a) =1 — do.x — —sin (“"’T%) +asin <“’°T¢°) . (3.15)

The choice of the space X (R) heavily depends on the considered background solution.
In our case, since Q does not belong to L, we will consider a different space for F.

3.2. Kink profiles. Here we introduce the notion of kink profiles. See [6,60] for more
details.

Definition 3.4 (Kink profiles). Let 8 € (—1, 1), 8 # 0, and xo € R be fixed parameters.
We define the real-valued kink profile Q := (Q, Q;) with speed 8 as

0(x) == Q(x; B, xo) = darctan (7 70)),  y 1= (1—pH7 12, (3.16)

4y e¥x=x0) 2y
0:() 1= 0x(55 5 30) = T =iy = s o )

(3.17)

and

_apyert oy
1+e2rG=x0)  cosh(y(x — xg))

Q1 (x) := Q¢ (x; B, x0) = (3.18)
Remark 3.2 (See also [60]). The profile (Q, Q;) is the standard profile associated to
the kink solution (1.5). Although (Q, Q;) is not an exact solution of (3.7), it can be
understood as follows: for each (7, x) € RZ, (¢, x) — (Q, O;)(x; B, xo+pt) is an exact
solution of (3.7), moving with speed f.

In what follows, we prove connections between kink profiles and the zero solution
in SG. Although some of these results are standard, recall that we prove them not only
for exact solutions, but also for profiles which are not exact solutions of SG.

Lemma 3.5 (Kink as BT of zero, [60]). Let (Q, Q;) be a SG kink profile with scaling
parameter B € (—1, 1), B # 0, and shift xo, see Definition 3.4. Then, for each x € R,
(Q, Qy) is a BT of the origin (0, 0) with parameter

a=a(p) = <11t’2>1/2. (3.19)
That is,
Oy = é sin (%) +a sin (%), 0, = é sin (%) —a sin (%) (3.20)

Note that (3.20) can be read as F(Q, Oy, 0,0, a) = 0, in terms of (3.14)—(3.15).
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Remark 3.3. In (3.2), the parameter a € R links 5 to ¢. In this paper, thanks to Lemma
3.5 we will connect the zero state with the kink state using this transformation, and
then we will perturb both states (Theorems 1.1 and 6.1). However, since we know that
asymptotic stability does not hold in the (odd, odd) regime (see Sect. 1.1), what we need
is to ensure that our initial perturbation of the kink ¢, which will be of type (odd, even),
could lead to a perturbation of the zero state qg of type (odd, odd). And we need (odd,
odd) data because decay of small data for SG occurs in this particular setting [37]. For
instance, if the data is even, the breather (2.1) is a counterexample to decay, see Sect.
2.4 for more details.

Before proving its existence, we need some results about the parity properties satisfied
by the Bicklund functionals.

3.3. Parity properties associated to Bicklund functionals. Recall the kink profile Q
introduced in (3.16). Because of parity reasons, we will need a slight modification of Q,
denoted Q, and simply defined as

O(x; B, x0) i= Q(x; B, x0) — 7,  Oi(x; B,x0) := Qs (x; B, x0).  (3.21)

Note that é is now odd in x + xq, while é, is even, except when 8 = 0. In such a case,
it is also odd.

Lemma 3.6 (Parity properties for F). Let (Q, Q) = (Q, Q) (x; B, xo) be a kink profile
of parameters € (—1,1) and xo € R. Consider the associated modified kink profile
(0, 0)) = (0, O))(x; B, xo) introduced in (3.21). Let also (ip,30) € H' x L? and
(y0, vo) € H' x L? be given functions. Finally, consider a = a(p) as defined in (3.19),
and § € R sufficiently small. Then the following are satisfied:

(a) One has from (3.14) and (3.15)

Fi(Q +Tio, Q1 +50, yo, v0, a +8) = Fi(Ho, 30, 0, v0, )

~ 1 O+iip+ O +ilp—
= Qx+Uo x—V0— y cos (Q =0 yo) —(a+4)cos <W> » (3.22)
a

2

F2(Q +10, @ +50, y0, vo, a +8) = Fa(io, S0, Yo, vo, 8)

~ 1 O+1io+ O+1ip—
= D145y — yox — —— cos [ LTI (4 4 ) cos (LTI (303
P 2 2

(b) If now uy, yo € HO1 (see definitions in (1.10)), and xo = 0, then

0 +1o % yo
cos | ————
2
are even functions, with limy_, 1o COS (%) = limy_, 450 COS (%) = 0. More-
over, both functions belong to Hel.
() If now xo = 0, (g, S0) € H! x L2 and (yo, vo) € H! x L2, then
o e o e

E o~ o~ 2 F o~ o~ 2
Fi1(uo, S0, Yo, vo, 8) € L,,  Fa(uo, S0, Yo, vo, ) € L.

Consequently, F = (.7-’:1, .7?2) is a well-defined functional from X (R) := H(,l X Lg X
H! x L2 x Rinto L2 x L2, provided § is chosen such that a + 8 # 0. It is also a C'
functional among the considered spaces.
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(d) Assume xo = 0, B =0,a = 1 and § = 0. Then, if (4,7) € HU1 X L(Z) and (y,v) €
H}! x L2, then

FiI(@.5.y,v,0) € L2, Fo(i,5,y,v,0) € L2.

Consequently, abusing of notation, F = (.7?1, .7?2) is a well-defined functional from
Xo(R) := Ho1 X Lg X He1 X Lg into Lg X Lg. It is also a C' functional among the
considered spaces.
Proof. Equations (3.22)—(3.23) are just a rewrite of (3.14)—(3.15). The equality of the
limit in statement () is a consequence of the Sobolev embedding for H L(R) and formula
(3.24) below. On the other hand, the fact that cos(m) belongs to He1 follows from
basic trigonometric identities, the hypothesis ug, yy € Ho1 and the following identity:

cos (%) = sech(y (x + xq)). (3.24)

Statement (c) is a direct consequence of the definitions (3.22)—(3.23) and part () of this
Lemma (for the parity property). N

Finally, (d) is consequence of Q; = O under § = 0 (@ = 1 in (3.19)), O, even if
xo = 0, and the formulae

~ ~ O+ + O+ —
Fi(u,s,y,v,0) = Qx +uy — v —cos (%) — CosS <%> S Lz,

~ ~ +1 + +l —
Fou,s,y,v,0) =5 — y, —cos (%) + cos (%) IS Lﬁ,

valid for (i, 5, y, v) € H} x L2 x H} x L2. Indeed, note that Q is odd, and

~

cos w +cos m = 2cos Q+u cos(z)eLg,
2 2 2 2
O+ + O+ — O+
cos (L0 ) —eos (25570 ) = —20in (25 Ysin(3) e 22

thanks to (3.24). O

and

4. The action of BT on Parity Manifolds: Proof of Theorem 1.2

4.1. BT and parity manifolds around 0 and Q. In what follows, we intend to get a
better understanding of the image of the manifolds & and Oy under the Béicklund
Transformation (3.3)—(3.4), at least in the case of small data. Along this section, we will
rigorously justify Fig. 5, continuation of Fig. 4. Our first result is the following:

Proposition 4.1. Every sufficiently small HL,1 X Lz perturbation of the vacuum state
leads to a unique sufficiently small HO1 X L% perturbation of the SG static kink via a
Bdicklund transformation.

Proof. See the appendix, Section A O
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Remark 4.1. In terms of the terminology introduced in [60], the previous result is a lifting
lemma. We lift data from a neighborhood of zero towards data near the static kink. In
[27,60], such a property could not hold without the addition of an extra orthogonality
condition around the kink solution (see Sect. 9 for another example). This extra condition
was ensured via modulation techniques. Here we do not need such an additional condition
because of the parities assumptions involved in the proof. It turns out that under (even,
even) data around zero (e.g. small breathers), it is always possible to uniquely solve the
BT leading to (odd, odd) data around the kink (e.g. the wobbling kink), no matter the
time t € R at which the lifting is performed.

Actually, the more impressing fact here is that the reciprocal of the previous result is
also true.

Proposition 4.2. Every sufficiently small HU1 X L(Z) perturbation of the SG static kink
leads to a unique sufficiently small He1 X Lg perturbation of the vacuum state.

Remark 4.2. In the terminology of [60], Proposition 4.2 corresponds to a descent from a
vicinity of the kink towards a corresponding vicinity of the zero solution. This property
was previously established in [60] in the case of breathers, 2-kinks and kink-antikinks.
However, it was always necessary to adjust the parameter § in the BT (3.22)—(3.23) to
ensure this property. Here, from the proof it will be clear that, under the correct parity
conditions, such an additional adjustment is not necessary.

Remark 4.3. Note that if perturbations of the SG kink are uniformly bounded in time,
the proof of Proposition 4.2 will ensure uniform bounds in time for perturbations of the
zero solution as well.

Proof of Proposition 4.2. See the appendix, Section B. O

Remark 4.4. As a consequence of Propositions 4.1 and 4.2, the section along the hori-
zontal axis on the left panel in Fig.5 is uniquely related to a section along the vertical
axis on the right of the same figure.

Propositions 4.1 and 4.2 motivate the introduction of the first manifolds of initial data
around the SG kink considered in this paper. Let

O¢ = {(Q +10,50) : (Ho,S50) € Oy = Ho1 X Lg},
Eo = 1(Q +1i0,50) : (o, %0) € E = H} x L2}, .1
OE = {(Q +1i0,%0) : (H0,%0) € H} x L}

Recall that only the first manifold is preserved by the flow in time, and that the wobbling
kink (Wg, 9; Wg)(¢) in (1.9) belongs to Op. For some reasons to be explained below,
the manifold O ¢ is well-suited for our problem, unlike an (even, even) manifold.

Where is the wobbling kink in Propositions 4.1 and 4.2? That is the purpose of the
following paragraph.

4.2. Breather-Wobbling kink’s connection. Now we need the following classic connec-
tion between breathers and wobbling kinks, see e.g [16].
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Lemma 4.3. Let B € (—1, 1). Then breathers Bg (2.1) and wobbling kinks Wg (1.9)
are connected via a BT of parameter a = 1. More precisely, for all t € R,

Wg+ B Wg — B
9, Ws — 3, Bg = sin <¥) +sin (%) , (4.2)
Wg + B Wg — B
9 Wp — 3, By = sin (%) —sin <%> . (4.3)
Proof. The proof is somehow standard, but we include it in Appendix C. O

Remark 4.5. Lemma 4.3 also works if breathers and kinks are perturbed, at the same
time, by parameters t > t+x1 and x > x +x3, with x, x; free real parameters. This is
just a consequence of the invariance of the Eq. (1.1) under space and time translations.

Remark 4.6. Lemma 4.3 is simple but it reveals a deep property of wobbling kinks.
They are not immediately related to the zero solution (which is asymptotically stable
under odd perturbations) as the breather was in [60]. Instead, even if they are odd
solutions, wobbling kinks are related via BT to SG breathers, which are even nondecaying
functions. The change in parity is a key element present in BT.

The following deep connections between the manifolds O and & in (4.1), stated in
Propositions 4.4 and 4.5, will be key ingredients for the proof of Theorem 1.2.

Proposition 4.4. Every sufficiently small H e] X L? perturbation of the SG breather leads

to a unique sufficiently small HO1 X L(z) perturbation of the SG wobbling kink via a
Bdcklund transformation.

Remark 4.7. Once again, because of the parity assumptions, we will be able to prove this
lifting result without using any type of modulation on the data. Compare with Proposition
4.1, which satisfies similar properties, but around the kink solution. This time, we will
prove lifting around the wobbling kink.

Proof. We follow the proof of Proposition 4.1 very closely, but this time we need different
Bicklund functionals, as well as new parity properties not stated in Lemma 3.6 because
of their lack of simplicity.

Without loss of generality we assume that 8 is positive. For the sake of simplicity
from now on we shall denote by Wy the function

Wg 1= Wp — 7, (4.4)

which is odd in space. Now, let (y, v) € He1 X L% be small enough given perturbations
and let € R fixed. Consider the system of perturbed equations given by the Bécklund
functionals (4.2)—(4.3)

~ N Wg+ii + Bg + Wg+ii—Bg —
F1:=Wgx+uy — Bg, —v—cos (ﬂ—ﬂy) — CosS <,3—,3y> ,

2 2
~ - 4.5)
~ ~ Wg + 4 + Bg + Wg +u — Bg —
]-"2:=W,3,1+s—B/3,x—yx—cos<w>+cos(—’3 u2 £ y>’

where F; = Fi(y,v,u,%) for i = 1,2. Notice that for any given triplet (y, v, %) €
H! x L2 x H}, equation F, = 0 is trivially solvable for 5(-) and defines a function in
Lg. On the other hand,

Fi: HYR) x L2(R) x H}(R) x L2(R) — L2(R),



On Asymptotic Stability of the Sine-Gordon Kink 599

defines a C! functional in a neighborhood of zero and due to Lemma 4.3 we have
F1(0,0,0,0) = 0. Therefore, in order to conclude the proof it is enough to show that
the Gateaux derivative of 7] defines a invertible bounded linear operator with continuous
inverse. In fact, notice that linearizing directly on the definition of | above and by using
basic trigonometric identities we are lead to solve

- (W, Bp\ -
Uy = —sin (%) cos (Tﬂ) u+ f, forsome f € L?. (4.6)

Now, in order to solve Eq. (4.6), we define pg(x) to be the solution of

. Wﬁ Bg 0
—Smy|{ —)CcoS| — =
/’L,B,X 2 2 :u’ﬂ ’

x W, B
thatis ug(x) = exp (/ sin <_ﬂ> cos <_5)) )
0 2 2

At this stage it is important to point out that 114 (x) is an even function. Moreover, notice
that by using the definitions of Wg and Bg in (4.4)—(2.1) we conclude that there exists
R > 1 sufficiently large such that

W B
forall x > R, sin (7’3) cos (7'3) ~1—ePr, 4.7
14 B
and for all x < —R, sin (7’9) cos (7/3) ~ —1+ePx. 4.8)

Therefore, we conclude that g — +00 as x — £00. On the other hand, due to the fact
that both g and f are even functions, we conclude that there is only one odd function
solving (4.6), which is given by

1 X
B = —— / 1p() £ ()dz. (49)
mp(x) Jo

Finally, by using Young’s inequality, the explicit form of i and the exponential growth
of ug given by (4.7)—(4.8) it is easy to check that

1@l 2wy S 12wy

We refer to [60] Section 6 for a complete proof of the latter inequality in a similar
context. Notice that in order to conclude that i € HO1 it only remains to prove that
W, € L% Nevertheless, this is a direct consequence of the explicit form of % in (4.9)
and the previous analysis. Therefore, we conclude the proof by applying the Implicit
Function Theorem. O

An even more striking property is that under no extra hypothesis we are able to prove
a reciprocal theorem.

Proposition 4.5. Every sufficiently small H(,1 X Lg perturbation of the wobbling kink
leads to a unique sufficiently small He1 X L? perturbation of the SG breather.
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Remark 4.8. The fact that we do not need any extra hypothesis to prove this theorem is
(again) a consequence of restricting ourselves to Ho1 X L% perturbations. An analogous
statement for perturbations in the whole space H' x L? would require, for instance,
some orthogonality condition hypothesis over the perturbations.

Proof. We shall closely follow the ideas of the proof of Proposition 4.4, with some
key differences. Without loss of generality we assume that B is positive. With Wy as
in (4.4), let now (&, %) € HO1 X Lg be small enough given perturbations and let r € R
fixed. Consider once again the system of perturbed equations given by the Béacklund
functionals (4.5):

~ - Wps +10i + Bg + Wg+0i — Bg —
F1:=Wgx+uy — Bg; —v—cos (W) — CoSs (w) ,
W +0i + Bg + Wg+ii — Bg —
ZpTHTORTY y>+cos(—ﬂ - £ y>,

Fr = Wﬁ,, +5 — Bgx — yx —COS ( 3 3

where F; = Fi(y,v,u,s) fori = 1,2. Notice that for any given triplet (y, u#,s) €
H} x H! x L2, equation F; = 0 is trivially solvable for v(-) and defines a function in
Lz. On the other hand,

Fr: HY(R) x LI(R) x H}(R) x LI(R) — L3(R),

defines a C! functional in a neighborhood of zero and due to Lemma 4.3 we have
F>2(0,0,0,0) = 0. Therefore, in order to conclude the proof it is enough to show that
the Gateaux derivative of /- defines a invertible bounded linear operator with continuous
inverse. In fact, notice that linearizing directly on the definition of 7, above and by using
basic trigonometric identities we are lead to solve

_sin( Ve Bp 2
Yy = sin > cos > y+ f, forsome f e L. (4.10)

Note that unlike (4.6) now we have a “+” sign in the right-hand side. As before, in order
to solve Eq. (4.10), we define 114 (x) to be the solution of

14 B
1g,x +sin (7ﬂ> cos <7’3) upg =0,
AL Bp
np(x) = exp —/ sin| — Jcos | — .
0 2 2

Note as before, that pg(x) is an even function. Moreover, notice that by using the
definitions of W and Bg in (4.4)—(2.1) we conclude that there exists R > 1 sufficiently
large such that

that is

W B
forall x > R, sin (7ﬂ> cos (7’5) ~1—ePx, 4.11)

W B
and for all x < —R, sin (%) cos (—ﬂ) ~ —1+eP*. (4.12)
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Notice that, from the previous analysis, we deduce thatin this case g — 0 exponentially
fast as x — d-00. Moreover since ug and f are even and odd functions respectively we
conclude

/ pp () f(x)dx = 0.
R

Thus, solving (4.10) from —oo to x we conclude that there is only one solution to (4.10)
which is given by

1 X
dz. 4.13
e /_Oouﬂ(z)f(z) z (4.13)

Finally, we claim that due to the explicit form of y(-) we have

IyIli2®y S 1 lL2w)-
In order to prove this we shall follow the ideas of [60]. In fact, first of all notice that by
using (4.12) we deduce that for all s < x <« —1 we have
mp(s) cosh(s)
g (x) cosh(x)

for some constant C only depending on S. Therefore, by using formula (4.13) we con-
clude that for x < —1 we have

Y] = Ce™  (FOT o0 ().

where * stands for the convolution in the space variable. Since y(-) is an even function
the same bound holds for x > 1. Therefore, by using Young’s inequality we conclude
that

< CeS*X’

IyIli2wy S 1 llL2w)-

Finally, notice that it only remains to prove that y, € L?. Nevertheless, this is a direct
consequence of the explicit form of y(-) in (4.13) and the previous analysis. Therefore,
we conclude the proof by applying the Implicit Function Theorem. O

As a corollary of Propositions 4.4—4.5 and the orbital stability of the SG breather for
H' x L? perturbations (see [60], Theorem 1.1) we obtain the orbital stability of the SG
wobbling kink (Theorem 1.2). See Fig. 5 for a graphic explanation of all previous results
in this section.

4.3. Proof of Theorem 1.2. Now we state a quantitative version of Theorem 1.2.
Theorem 4.6 (Orbital stability of Wobbling kinks under odd perturbations). There exists
no, Co > 0 such that the following holds. Let (Wg, 3; Wg) be the wobbling kink written
in (1.9). Consider initial data of the form (Wg +uq, 9, Wg +s0), with (ug, so) € HO1 X L%
satisfying

(o, s0) 1122 <1 < Mo. (4.14)

Then, there exists Cy > Oand x1 : R — R, x1 = x1(¢) of class C! such that the solution
(¢, d1) (2, x) to SG satisfies

sup [[(¢, @) (1) — (Wg(t +x1(1), ), (3 Wp) (1 + x1(2), Dl g1 2 < Con-

teR
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(0,0) € Oy (Q+0,0) € Og
— P =0
—P=0
BT
(%0, v0)¢ — W W) b 2710 1, 5) € 00
(0,0)| (Bs,Bga) (ee)€&o A 1@,0) (Q+ee) € &g
(t=0) ’

Fig. 5. A schematic representation of the action of the BT at time # = 0 on the initial-data manifolds &y and
Op in (2.11), as well as why Theorem 1.2 holds. Here (0, 0) and (e, ¢) mean odd-odd and even-even data in
H'! x L2. The horizontal submanifold on the left (containing the breather Bg in (2.1) and its time derivative)
is sent via BT towards a vertical submanifold in O (see (4.1) for definitions) containing the wobbling kink
Wpg from (1.9), and its time derivative. See Propositions 4.1, 4.2 and Lemma 4.3 for the rigorous proofs. On
the other hand, the vertical submanifold on the left for which there is AS (Theorem 2.1) is sent in Theorem
1.1, via BT, towards an “oblique” submanifold M, ¢ preserving the zero momentum condition. On the right,
only the vertical manifold is preserved by the flow, and the image via BT of (yg, vg) is (Q + 1o, 39), with zero
momentum (see Sect. 7 for more details)

Remark 4.9. Recall that no shift on the x variable is allowed in the wobbling kink since
the data is odd. This implies, following the lines just below (2.9), that the solution is odd
for all time.

Proof. We follow the ideas in [60]. Assume (4.14). Proposition 4.5 allows us to con-
struct via BT a unique small, (even, even) perturbation (yg, vg) of the breather solution
(Bg, Bg,;) from (2.1). Therefore, from [60] we know that the breather is stable, up to
some shifts x(¢) and x;(¢). By parity, in our case x»(¢#) = 0 and only x(¢) is not nec-
essarily zero. Evolving in time the perturbation of the SG breather solution, and using
Proposition 4.4 with a suitably chosen wobbling kink (it must have the same shift x; (¢),
see Remark 4.5 for details), we conclude the orbital stability. O

We finish this section with a simple lemma (see [55] for instance) stating that wobbling
kinks cannot be orbitally stable for general data, in the sense that general perturbations
may not lead to the evolution of a kink plus a perturbation which is periodic in time. In
that sense, the wobbling kink (1.9) ceases to exist. However, there is a family of 3-soliton
solutions which represents the interaction between a static kink and a moving breather.
The stability of this family, as already stated in the introduction, is an open problem.

Lemma 4.7. There exists a family of SG 3-solitons with frequency B € (—1,1) and
speed v € (—1, 1), for which the wobbling kink (1.9) is the case of zero momentum, i.e.
v = 0. This family is explicitly given by

Wgo(t, x) := Q(x) — 4 arctan <% tan(® — @)) , 4.15)

where ® denotes the complex conjugate of ®, which is given by

Bay +ica, + 1

® := arctan < tan (arctan e* — arctan e”(”)[ﬁ(x_”)_i“(’_”x)]>) ,

Bay, +ica, — 1
and the parameters a,, o and y (v) are given by

1+v)\!? 1
— _ /1 _ @2 _
av'_(l—v> , a=,4/1—p8% and y(v)—ﬁ.

— v
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Fig. 6. The general 3-soliton or generalized wobbling kink (4.15) with 8 = 0.5and v = 0.4 attimes = —55.3
(blue), t = 0 (orange), and t = 55.3 (green). This solution represents a breather colliding with a static kink.
Notice that, after the “breather” collides against the kink, the latter shifts. Moreover, notice that at time t = 0
this corresponds to an odd perturbation of the kink, that is, (Wg , — Q)(¢ = 0) is odd

(compare with (3.19)).
Before finishing this section, some important remarks are in order.
Remark 4.10. Some snapshots of this 3-soliton family (4.15) are presented in Fig. 6.

Remark 4.11. The family (Wg ,, 9; Wg ) (¢, x) in (4.15) converges naturally to the wob-
bling kink (1.9) when v — 0. See Appendix 11 for details.

Remark 4.12. The family (Wg y, 3; Wg ,)(t = 0) in (4.15) can also be regarded as an
essentially (odd, even) perturbation of the kink (Q, 0). However, as we shall see in
Sect.7, it does not belong to the class of initial data under which Theorem 1.1 holds,
due to the fact that it has nonzero momentum. Note also that these initial data leads to a
perturbation on the position of the kink.

5. Linearized Backlund Transformations and Resonances

Having proved Theorem 1.2, now we make an interesting digression from the proof of
the remaining Theorem 1.1, which will start in the next Section.

An essential point where SG (1.1) and #* (2.3) meet is at the level of linearized
transformations, even when only one of them is integrable (this is one of the reasons
why the AS for the ¢* kink H (2.2) is harder). Section 2 first showed such an analogy
at the level of linearized operators around kinks, as well as resonances.

In this section we present a new point of contact between both theories, maybe not
recognized before in full detail. This connection is of independent interest, in view of
recent advances in AS problem via dual methods [38].
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5.1. The SG case. Let us consider the linearized Bicklund transformations (LBT)
around the SG kink solution (see (3.3)—(3.4) and (4.2)—(4.3))

Ox¢p — 0y = —sin (g) ¢
06— 0w = —sin (%) ¢, (5.1)

where remember that

O(x; B, x0) := Q(x; B, x0) — T, 0 (x; B, x0) := Q/(x: B, x0), (5.2)

with Q, Q; defined in (3.16)—(3.18).

Here, ¢ and ¢ are C? functions depending on (7, x). Some interesting properties of
(5.1) are stated in the following result (maybe well-known in the literature), which are
just consequence of (4.2)—(4.3).

Lemma 5.1 (LBT in the SG case). One has that
(D) If (¢, @) solves (5.1), then they satisfy

bue + ‘CQ¢ =0 and @u—@xte=0, (5.3)

for Lo given in (2.10), respectively. The converse is not necessarily true.
(2) (Translations of kernels). (¢, ¢) = (Q’, 0) solves (5.1).
(3) Let
L= la,w tanhxcosr, M 133’ inr.  (5.4)
= - = tanh x cos = - =sint. .

be the corresponding resonances of SG around the kink and zero, generated by the

wobbling kink and breather respectively. Then (¢, ¢) = (L, M) satisfies (5.1).
Remark 5.1. Similar conclusions as in item (3) above are obtained if the periodic func-
tions in time are correctly changed: in (5.4) (L, M) = ( — tanh x sint, cos t) is also

solution of (5.1). This is consequence of the fact that time derivatives of solutions also
solve (5.1) (and (5.3)).

Proof of Lemma 5.1. We start by proving the first point. In fact, by differentiating both
equations in (5.1) with respect to space and time respectively we obtain

ip — B = — sin (%) 3¢ and 9. d — dy@ = — sech?(x)p — sin (%) ..

Therefore, using that sin (%) = tanh(x) we obtain

B — Dot = sech® (00 — sin () (Brp — 8,6) = —(1 — 2sech (1))

In the same way, by differentiating both equations in (5.1) in the opposite order, that is,
with respect to time and space respectively, we conclude

o — duxp = — sech® @ +sin (§) @19 — 219 = —p.
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Now, recalling that the static kink satisfies (3.20) with @ = 1 we immediately obtain

0'=2 (sin (%)) = 2cos (%) sin <%> = sin (%) 0. (5.5)

Finally, differentiating (5.4) we obtain
L, = sech? x cost, L;=—tanhxsint, M, =0 and M; =cost.

Replacing these formulas into (5.1) we obtain
L, — M, = (sechzx —1)cost = —tanhz(x) cost = —sin (g) L,
and
L; — M, = —tanhx sint = — sin (g) M.

The proof is complete. O

5.2. The ¢* case as extension of SG. Which is the corresponding LBT for ¢*? Although
¢* is not integrable, and apparently has no BT, it has essentially two suitable LBT around
their soliton states. Indeed, for H as in (2.2),

¢ — 09 = —V2Ho

d¢ — dvp = —v2Hog, 50

is a LBT for ¢4. Recall that H' = (1 — Hz)/ﬁ. The resonance in (2.8) enters in (5.6)
as follows:

Lemma 5.2 (LBT in the ¢* case). Let (5.6) be the LBT of ¢*. Then one has the following
properties.

(D) If (¢, @) solves (5.6), then
G+ Lyp =0 and @u+Lpp=0,
for Ly given in (2.6) and
Ly =-0+1+H>=-0+2—(1—H?. (5.7)
The converse is not necessarily true. Note that Ly >0 by definition.

() (¢,9) = (H',0) solves (5.6).
B)o(Ly) = {%} U [2,00). A = 0 is not an eigenvalue, » = % is the first eigenvalue

assocziated to the eigenfunction Yy := —% sech (\%) and H is odd resonance at

A=2

(4) (Connection between internal modes). Recall Y1 from (2.7). Then, (¢, ¢) given by
@.9) = (1) 5in(1/3/2). Yo(w) cos(ty/3/2) ) (5:8)

solves (5.6).
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(5) Let

Ly = — (1 — %sech2 <%>> sin(\/zt), My := tanh (%) cos(\/ft).

(5.9)

be the corresponding resonances of ¢p* around the kink and “around the internal
mode”, respectively. Then (¢, ¢) = (L4, My) satisfies (5.6).

Remark 5.2. Similar conclusions in items (4) and (5) above are obtained if the peri-
odic functions in time are correctly changed: in (5.8) (¢, ¢) = (Y1 (x) cos(t4/3/2),

—Yo(x) sin(t«/3/2)> is also solution of (5.6), and instead of (5.9),

Z4 = — (1 — %sech2 (%)) cos(«/it), A7I4 := —tanh <%) sin(\/zt).

are also solutions of (5.6). This is consequence of the fact that time derivatives of solutions
also solve (5.6).

Remark 5.3. Note that L4 already appeared in this paper in (2.8). Also, in item (5), My
is called “resonance around the internal mode” because it is exactly a resonance of Ly
in (5.7), which can be regarded as the linear operator for which the internal mode Y7 in
(2.7) is its generator, in the sense of [38].

Remark 5.4. Note that L and Ly correspond, in the terminology of Schrodinger oper-
ators, to a linear operator and its dual, respectively, see e.g. [38] and references therein.

Proof of Lemma 5.2. The proof follows from straightforward computations. Neverthe-
less, for the sake of completeness we shall show them below. In fact, by differentiating
both equations in (5.6) with respect to space and time respectively we obtain

9 — dep = —vV2Hg, and
dexd — dxp = —2H'¢p — V2H . .

Thus, by replacing one equation into the other we conclude
dup — dextp = (1 — HD)p — V2H (39 — 0xp) = (1 = 3H).

In the same way, deriving both equations in (5.6) with respect to time and space respec-
tively we conclude

It — 0x9p = —2H' 0 + V2H (3, — dr) = —(1 + H ).

This proves the first point.
Now, recalling that H satisfies the equation H' = (1 — H?)/~/2, we immediately
conclude

1
H' = —1—-H>» = -V2HH,
V2

and hence (H’, 0) solves (5.6).
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The third point is consequence of standard Sturm-Liouville theory, and the fact that
Yo has a sign and it is even.

Now we intend to prove point (4). In fact, let us start by some computations. By
differentiating directly in the definition of (¢, ¢) we obtain

== (12 (35) o (35 () ()

B = % sech (%) tanh (%) cos <%) .

Thus, by replacing these formulas into the system (5.6) we obtain

oo () ) ()

= —+/2H sech (%) tanh (%) sin (%) = —2H¢,
and

0t — 0xp = (\/g — %6) sech (%) tanh (%) cos (%) = \/EHgo,

which finish the proof of the fourth statement. Finally, by differentiating (5.9) we obtain

Ly, = —% sech? (%) tanh (\/_> sin(v/21)

and

and

My = % sech® <%> cos(«/zt).

Therefore, by replacing these formulas into the left-hand side of the first equation in
(5.6) we obtain

Lyy— My, = —% sech? <j§> tanh (f) sm(«/_t) ++/2 tanh <f> sm(«/_t)
= x/_< - = s.ech2 <j§>> tanh <\/_) sm(«/_t)

which proves that (L4, My4) satisfy the first equation in (5.6). On the other hand, by
replacing these formulas into the left-hand side of the second equation in (5.6) we obtain

Lyy— My, = —\/_< 3 sech2 (%)) cos(\/_t) 7 sech? (%) cos(«/it)

) <1 — sech? (%)) cos(v/21) = —/2HM,.

The proof is complete. o
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It turns out that the resonance M4 in (5.9) plays the role of L in (5.4), and it is also
related via LBT to a resonance of the zero solution of linear Klein-Gordon, as in Lemma
5.1, with a slight modification coming from the eigenvalue 3/2. What we prove now is in
some sense similar to the factorization discussed in [38] and references therein: we can
also connect M, with the even resonance associated to the vacuum state (the equivalent
to M in (5.4)). For simplicity, we work with complex valued data. Let Ag := i4/3/2,
and consider the following LBT:

0§ — 0 = — 5 HG Fholh

S T (5.10)
0P — 0V = — 5 HY F M.

Note that we have two LBT depending on the sign &+ on the right, but both are essentially
the same. The following second LBT result for ¢* follows:

Lemma 5.3 (LBT in the ¢* case, second part). One has that
(1) If (@, 17;) solves (5.10), then

Gu+Lu@=0 and P — Yux +29 =0. (5.11)
Once again, the converse is not necessarily true.
(2) Let
M, := tanh <%) V2 Ny = (=20 T 200)e V2. (5.12)

Then (M4, Ny) satisfies (5.10).

Proof. Just differentiating both equations in (5.10) with respect to space and time re-
spectively we obtain

~ ~ 1 ~ ~
Oxx@ — Oy ¥ = _EH/ﬁo - EHQOX F Ao¥x, and
~ ~ I~ ~
011@ — Opx Y = _EHWt F Xo¢r-
Thus, by replacing one equation into the other we conclude
~ ~ 1 ~ . | I - o~
01§ — 0xx® = —EH(% —¢x) + EH @ F ro(@r — ¥x)
= g Mg Y e Mgz
2 V2 2 V2 0
=—(1+H>J.
Namely, we get
Pu + ZH@ =0.

In the same way, deriving both equations in (5.10) with respect to time and space re-
spectively we conclude

- ~ 1~ 1 - - 5
afl‘/f_a)fxl/f:_EH/I/I‘FEH(at(p_axW)i)\O(wI_¢x):_2¢~
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Namely, we get
1’/‘f’tt - axxa +2{; = 0.

This ends the proof of the first point.
Finally, by differentiating (5.10) we obtain

1 .
My, = — sech® (i) eV Nix =0,

V2 V2
My, = i+/2 tanh (%) VA Ny = iv2(=2i Fv2hg)e V.

Now, subtracting we get

1 . .
My, — Nay = E sech? (%) V2 _ iv22 £ ﬁko)e’ﬁ’

= —% tanh? (%) eV (% —2V2+ 2iko> iV
= _%Hm + (ﬁ(i@)z + mo) iV

1 .
— _HMy+h («/Exo + Zi) V2

V2
= —LHM4 T hol—2i T v2hole! ™V = —LHM4 F AoNs.
V2 V2

Similarly, we also get

My — Nygp = i+/2 tanh (i) V2

V2
1 . 3 X 3
= ——H[-2i ¥ v/24le'V?* F A tanh <—> V2
V2 V2
1
= ——=HN4F MoMy.
V2
This last fact ends the proof of the second point. 0

Remark 5.5. In terms of the results in [38], understanding the AS of the ¢* under general
data is related to the understanding of the corresponding AS around zero of the equation

Vi — Uex +20 + N(J) =0,
for some N (@) determined after two consecutive reductions of ¢* using Lemmas 5.2

and 5.3. This equation has the simplified N4 in (5.12) as resonance, which is far simpler
than L4 in (5.9).
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6. Asymptotic Stability Manifolds for the SG Kink: Theorem 1.1 Revisited

Now we have all the ingredients to fully understand Theorem 1.1: Theorem 4.6, the
whole Sect. 5, and particularly Fig. 5.

Recall the manifold O g in (4.1). In this section, our goal is precisely to construct
a smooth manifold of initial data of the form

¢t =0) = (Q,0) +(odd, even) € OE,

perturbations of (Q, 0), for which a final state is attained. Unlike the (odd, odd) configu-
ration O discussed in (4.1), in our present case the initial parities shall not be preserved
by the flow. Recall the definitions of H)" (R) and H)'(R) given in (1.10). Theorem 1.1
will follow from the following static asymptotic stability manifold for the SG kink:

Theorem 6.1 (Zero momentum manifold for asymptotic stability in SG). There exists
no > 0 such that, forall 0 < n < no, the following holds. There exists a smooth manifold
M, 0 (of infinite codimension) of initial data (¢o, $1) of the form

(¢0, p1)(x) = (Q(x) +1o(x),50(x)), G0, Sl 12 <, (6.1)

where 1 € HOl (R), 5o € LE(R), and satisfying the following properties. Let (¢, ¢;)(t)
be the global solution of (1.1) with initial data (¢g, ¢1). Then,

(1) (¢, ¢0)(t) has zero momentum: P[(¢, ¢1)] = 0.
(2) There exists a smooth p(t) € R satisfying

sup o' ()] < n?, (6.2)
teR

such that, for any sufficiently large bounded interval I C R, the following alternative
holds:
(a) there exists a sequence t, — +00 such that |p(t,)| — +00 and

lim [ ¢ (1) = (0,0 = pt) gy =0 (63)
(b) p(t) stays bounded for all t € R and

i1, 900 = (Q. 0 = pD gt er2yry = 0- (6.4)
Moreover, p(t) — p € R in this case.

(3) The manifold M, o defining (6.1) is characterized as the image, under a Bécklund
transformation and the Implicit Function Theorem, of initial perturbations (yg, vg) €
H(,l X Lg of the zero solution which satisfy vo = 0 and are connected to (6.1) in such
a way that they preserve their total zero momentum.

Some remarks are certainly necessary.

Remark 6.1. Note that in Theorem 6.1 we do not specify the space where (¢, ¢;) are
posed, this because (Q, 0)(¢) in (1.5) does not belong to H'x L% However, it is possible
to show local and global well-posedness (LWP), such that H' x L? perturbations are
naturally allowed [19].
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Remark 6.2. (Explicit examples) Note that the exact solution to SG (see (1.6) for the
notation)

(¢, 0:9)(1, x) = (Q(t, x; B,0), 8, Q(1, x; B, 0)), (6.5)

has nonzero momentum, provided 8 # 0. These data are not included in Theorem

6.1 precisely because of this nonzero momentum property. Indeed, with the terminol-

ogy proposed above, for any 8 small enough, one has the initial data (¢g, ¢1)(x) =

(Q(x) + iip(x), So(x)), with iig(x) = Q(0,x;8,0) — Q(0,x;0,0) and So(x) :=

0;Q(t, x; B5,0) 0 (see (1.6) for definitions). Moreover, the evolution in this case is
(=

given by the exact solution (6.5). However, using a Lorentz transformation (1.4), it is
possible to reduce the problem of data as in (6.5) to data of zero momentum, by changing
the initial time (and also the data) considered at the new initial time.

Remark 6.3. (About the manifold M, o) Note that, unlike in the (odd, odd) case, data
of the form (6.1) is not preserved by the SG equation. The clearest example is probably
stated in the previous remark. The fact that M), ¢ has infinite codimension should not be
a surprise: by Theorem 1.2 a big part of the (kink + odd, odd) manifold does not satisfy
the asymptotic stability property, or in other words, asymptotic stability manifolds are
maybe far from being finite codimensional. Finally, recall that small shifts of kinks
as initial data are not contained in the manifold M, o, because they break the parity
assumptions.

Remark 6.4. It is worth noticing that, for any non-zero 8 € (—1, 1) and any non-zero
v € (=1, 1), the wobbling kink Wg , in (4.15) does not belong to M, o. This is a
consequence of the fact that for such an election of 8 and v, the wobbling kink Wg ,, has
non zero momentum.

Remark 6.5. Theorem 6.1 is in some sense sharp: if now 5y is general (e.g. odd), the
convergence does not hold. Also, it seems to be the first asymptotic stability result in one
dimension valid for perturbations of kinks in the energy space that lead to modifications in
the shifts (that is to say, the parity symmetry is not preserved by the flow). We remark that
Kopylova and Komech [34] also considered general perturbations in weighted Sobolev
spaces of kink solutions for field theories with sufficiently flat nonlinearities, which do
not contain SG nor ¢*.

Remark 6.6. (About the shift p(z)) It was not possible for us to show that, with data
only in the energy space, p(f) always converge to a final state. Indeed, because of the
proof that we invoke, this fact is deeply related to the AS of the zero solution along
moving in time space-intervals, a property that it is not known for odd data (note that
in general this property fails to be true: any small moving breather contradicts that
property). See Remarks 10.1 and 10.2 for full details. However, even in the case where
p(t) diverges along a subsequence, there is a sort of AS around any compact spatial
interval. We conjecture that under some additional condition on the initial data, p(¢) is
always convergent to a final state. See [34] for similar results.

Remark 6.7. (On the literature) The use of suitable choices of manifolds of initial data is
not a new tool in analyzing stability issues in nonlinear models. Remember for instance
the use of a C! center-stable manifold around the soliton solution of the NLKG equation
[41]. Besides that, basic definitions of stable, unstable and center-stable manifolds can be
found in [9] and [62]. In critical gKdV equations, smooth manifolds around the unstable
soliton are constructed in [49,50]. See also [38] for a very recent construction of the
stable manifold leading to decay in monic subcritical NLKG equations.
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The rest of this paper (Sects.7-11) is devoted to the proof of Theorem 6.1, which is
essentially divided in five parts:

(1) Section7: construction of the manifold of initial data M, o.

(2) Section 8: modulation of the data around the kink.

(3) Section9: using BT, lifting of the data from (odd, odd) perturbations around the
zero solution.

(4) Section 10: improved estimates on the shift parameters.

(5) Section 11: end of proof, essentially proving (6.3) and (6.4).

In next section, we will construct the manifold of initial data M, o, proving part (3) of
Theorem 6.1.

Remark 6.8. (About the initial data) In what follows, and in order to avoid misunder-
standings in the notation, we shall denote (see (3.16)—(3.18))

(0% 0% == (0, 0)(x; B =0,x0 = 0),
(0°, 0% := (0, 0))(x; B =0, x0 =0). (6.6)

These functions are nothing but the background initial data “(Q, 0)” stated in Theorem
6.1, written this time in terms of kink profiles.

7. Proof of Theorem 6.1: Construction of the Manifold of Initial Data

In this Section we will construct the initial data (6.1). In order to prove this, we will solve
the BT functionals (3.3)-(3.4) (more precisely, (3.22)—(3.23)) in the opposite sense to
the one performed in [60]; that is to say, given any initial data near zero of (odd, odd)
type, we will show the existence of (odd, even) type perturbation data around the kink.

The idea is to use the Implicit Function Theorem, choosing (a, ¢g, ¢1) around
(1,0,0) in (3.3)—(3.4) and uniquely solving for (g, ¢1) = P(a, ¢o, ¢1) around the
kink (Q, 0) (® represents the implicit function). Here the properties of the BT play a
key role, in the sense that the only possibility for a solution to the previous question,
because of strong parity constraints in BT, is to choose the initial perturbation ¢; on the
velocity at time zero exactly equals to zero (more precisely, we need ¢ odd as above
explained, but parity restrictions in BT only permit ¢ even). Here is when the manifold
M, in (7.5) will rise up (» is an artificial smallness parameter, needed to run the Implicit
Function Theorem), because that restriction to zero speed reduces the open character
of the Implicit Function sets and solutions to the direct image of a graph of the form
®(a, ¢o, 0). Finally, the zero momentum manifold M, ¢ appearing in Theorem 6.1 is
just the image obtained by the set ® (1, ¢, 0), for which the momentum of both data is
Zero.

Recall F 1 and fz in (3.22)—(3.23). In what follows, we will prove that given (yo, vg, §) €
H! x L2 x R sufficiently small, it is possible to uniquely solve the nonlinear system

F1(uo, S0, Yo, vo, 8) = 0,  Fa(uo, S0, yo, vo, 8) =0, (7.1)

for (ifp, 50) € H} x Lg sufficiently small.

Lemma 7.1 (Construction of initial data). Assume xo = 0 as in (6.6). There exists ng > 0
such that, for all 0 < n < no, the following is satisfied.
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(1) Given any (yo, vo, §) € HU1 X Lg x R such that || (yo, vo) | g1 12 + 18] < 1, there are
unique (o, o) = ®(yo, vo, ) € H(} X Lg small enough, and such that (7.1) are
satisfied.

(2) Moreover, the implicit mapping ®, defined from (yg, v, 8) € HO1 X Lz x R such that
1o, vo)ll giy 2 + 18| < n into Hol X Lg, is a C' diffeomorphism in its domain of
definition.

Remark 7.1. Lemma 7.1 can be understood, in terms of the works [4] and [60], as a sort
of lifting of the initial data from the zero background. In those papers, such a property
holds only if suitable orthogonality conditions are imposed. Otherwise, the derivative
mapping DF does not define an homeomorphism. The novelty here is that, whenever
we restrict ourselves to the subclass H, 01 X Lg x R (namely, we impose a fixed parity),
these orthogonality conditions are not needed anymore.

Proof of Lemma 7.1. The proof follows the ideas in [60] (see also [27] for the first
approach in the SG case), with the main difference being which function will be found
in terms of the others. From (7.1), (6.6) and (3.22)—(3.23), we are lead to solve the
equations

~0 o~ 1 00 + 1y + 00 + iy —
Q2+uo,x—vo=l+8cos<Q 1o yo>+(1+8)cos<w), (1.2)

2 2
~ 1 00 + iy + 00 + iy —
Q?+§'o—yo,x= 1_{_(Scos<Q ;O yo)—(1+8)cos<w>. (7.3)

(Recall that a = 1 because 8 = 0.) A simple checking shows that é? = 0, see (3.18).
Note also that knowing (v, vo, 8) and iy, 3o is easily found using the second equation
above. Therefore, we are only lead to show the existence of uniqueness of .

Thanks to Lemma 3.6, we are lead to consider the invertibility of the linear operator
around (&g, yo) = (0, 0) of F}. Therefore, given § € R small, we must solve

o + 2 (— +(1+8) ) si o ; f. o€ H, (7.4)
| — sin [ = =f, e H,, .
Hrta s 2 )" 1= Mo
forany f € L. _

The term sin (QTO) is odd and easily* computed: sin (QTO> = tanh x. Consequently,
(7.4) becomes

T2

- 1
(iocosh™ x) = fcosh™x,  wp:= ((1 )

+ (1 + 8)) > 1.
Hence, since i must be odd,
X
1o (x) =up(x = 0)cosh™ x + cosh™ x / f(s)cosh™ s ds
0
X
= cosh™ x / f(s) cosh™ s ds.
0

4 Indeed,

0° n
sin 5= sin (2 arctan e® — E) = —cos (2arctan ¢*) = tanh x.
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Note that, given f € Lg, ip is clearly odd. The proof that it belongs to H' and defines
an homeomorphism is direct and can be found in [60]. a

We finally describe the smooth manifold M, of initial data (0°,0) + (i, S0) €
H 01 X LZ required in Theorem 6.1.
First of all, recall the parameter n € (0, o) and the implicit function ® obtained in

Lemma 7.1. We will define

My = Q%0 + o, 50) © (G0, 50) i= ©(30,0,8), o€ Hys lyollr +18] < 2n}.
(15)

By definition M, is a smooth manifold; it also satisfies some nice properties related to
the uniqueness associated to the Implicit Function Theorem.

Lemma 7.2 (Basic properties of M,)). Consider the manifold M,, introduced in (7.5),
and recall a = a(B) defined in (3.19). Then, the following properties are satisfied:

(a) Forany 0 < n < 19, one has (Q°,0) € M.

(b) M, — (Q°,0) € H! x L.

(c) For any B € (—1, 1), B # O sufficiently small (depending on no in Lemma 7.1), let
(Q, Q1) (x; B, x0) be the kink profile in (3.16). Then,

(o, 50) (x) := (Q(x; B,0) — Q(x:0,0), Qs (x; B, 0))

belongs to M, — (QO, 0), with yo = 0 and § = a(B) — a(0) = a(B) — 1. In other
words, for B sufficiently small,

(Q(: B,0) = 0(:0,0), Q:( B,0)) = ®(0,0,a(B) — 1) € H, x L.

Proof. The proof of (a) follows from the fact that ®(0,0) = (0, 0, 0). The proof of
(b) is direct from Lemma 7.1. The proof of (c) is also direct from Lemma 3.5 and the
uniqueness for the values of ® given by the Implicit Function Theorem. O

It turns out that a very important quantity to consider when dealing with the asymptotic
stability of kinks, is its momentum (see (1.3)), which is a key tool to find suitable
rigidity and smoothness properties of the limit profile. For instance, in [36] all solutions
considered had zero momentum. In Theorem 6.1, solutions do have zero momentum,
but the kink itself may not have zero momentum, which makes its description harder
than usual.

Lemma 7.3 (Momentum of the initial data). Let <Z = JS(I, x) be a solution issued of the
initial data (¢o, ¢1) € My, in (7.5). Then one has

Pl] =2 (L —( +5)> . (7.6)
1+6

In particular, the sign of the momentum depends on the sign of 8, and the zero momentum
submanifold is generated by the perturbation data (g, so) := ®(yp, 0, 0).
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Proof. The proof of this result is consequence of Lemma 2.4 in [60], which states that

> 1
Pl¢] = Plyo, 01+ —— (] — £2)(t) — (a +8) (¢ — €2)(1),
a+$é

and the fact that P[yg, 0] = 0 and

+ g+
£@) == lim (1= cos QruoLyo)) _,
+ X—+00 2

up +
Jim (1 _ cos (Q—y)) —o.
X——00 2

(Note that both limits make sense because g and yq are in H 'in one dimension.) 0O

@) -

Since it will be important in the proof of Theorem 6.1, we will record the zero momen-
tum submanifold M, o € M, as

My i={(0°0)+ 0. 50) © (G0, 50) 1= ®(30.0.0), 30 € HYs Iolly <n).
(7.7)

This manifold is characterized by taking § = 0 in M,,, see (7.6). As we will see below,
working in this manifold will simplify and clarify the dynamics of the kink. However, we
believe that some interesting properties are also possible to show in the general manifold
M,

We conclude this section with the following result, which ends the proof of Theorem
6.1, parts (1) and (3).

Corollary 7.4. For data in (¢, ¢;) € M, 0, one has zero momentum: P[(¢, ¢;)] = 0.

8. Modulation of the Data in M,

In this section we will choose suitable modulation parameters to ensure a uniquely
defined dynamics for the perturbation terms in (6.3).

8.1. Choice of final speed. In this subsection, we shall describe the final speed obtained
by a perturbed kink. There are at least two ways to understand this final speed, but both
are equivalent, as we will see below.

The first definition of final speed is motivated by the momentum of the kink profile,
assuming that around it there is nothing close at infinity in time (which means that there
is asymptotic stability).

Definition 8.1 (Final speed via conservation of momentum). Consider 0 < n < ng as
givenin Lemma7.1.Let yo € H/,and (i, 50) = ®(y0, 0, 8) such that (Q°, 0)+ (7o, 50)
isin M, in (7.5). We define the final speed 81 € R as the unique solution to the equation

1
PL(Q. 01)(: B, 0)] = E/EO(Q%%)X. ®.1)

where P is the momentum (1.3), and (Q, Q;) = (Q, Q) (x; B, xo) be a kink profile of
parameters 8 € (—1, 1) and xg € R.
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Remark 8.1. Under the smallness assumption 0 < n < ng, equation (8.1) has always a
unique solution for B;. Indeed, from (3.16)—(3.18) one has

1
P[(Q, 0)(; B1,0)] = Ef(QxQz)(X; B1,0)dx
(8.2)

1
o Eﬂly(ﬂl)f 02 = —api(1 - g7,

so that (8.1) has a unique solution thanks to the Inverse Function Theorem.

Remark 8.2. As we have already mentioned, the motivation for this choice is simple and
comes from the conservation of momentum. If asymptotic stability holds around the
kink solution, it must imply that around the kink there is no additional momentum.

The second option to define a final speed is given by the Bicklund transformation.
Indeed, from (7.2)—(7.3), there is a natural way to define a final speed in the presence of
asymptotic stability, respecting the absence of additional energy/momentum at infinity.
For this definition, recall Lemma 3.5 on the Bécklund transformations for general kink
profiles.

Definition 8.2 (Final speed via Bdcklund transformations). Consider 0 < n < ng as
giveninLemma7.1. Let yo € H/, and (iip, 50) = ® (o, 0, 8) such that (Q°, 0)+ (7o, 5o)
is in M, in (7.5). Then, we define the final speed B> € (—1, 1) as the unique solution
for the speed of a kink + no-dispersion in the Biacklund equations with parameter 1 +§ :

5. o2 0
Qx_l+acos(2)+(1+8)cos<2>, (8.3)
~ 1 0 0
0, = mcos (%) — (1 +38)cos (%), (8.4)

in the sense that a(82) = 1+ (see (3.19)), and (Q, O;) = (O, 0,)(x; B2, 0) be a kink
profile of parameters 8, € (—1, 1) and shift xo = 0.

The following result shows that both definitions of final speed are equivalent.

Lemma 8.3. Fora given solutionq; = (¢, ¢;) of SG with initial data of the form (Q°, 0)+
(i, 50) € M, (see (1.5)), one has By = B =: p.

Proof. First of all, we recall that from (8.1) we have P[JS] = P[Q° + Uy, 50] =:
P[(Q, O,)(; B1,0)]. Now notice that, on the one-hand, since (i, 59) are constructed
using (7.2) and (7.3), § given and vy = 0, from Lemma 7.3 we have

1
P[Q° +7ip,50] =2 (m - +6>> = P[(Q, 0))(; B2, 0)].

On the other hand, by Definition 8.1 we have P[(Q, Q,)(; B1, 0)] = —4B:1(1—p3)"1/2.
Hence, recalling that a(8;) = 1 + § and by using (3.19) we obtain

2 (; -1+ 5)) = —(L and therefore A = 2

1+ 1—pp1 (I=BDI2 (=)

Finally, noticing that f(x) = W is injective for x € (0, 1), we conclude the

desired result. O
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Consequently, in what follows, we will work with kink profiles of the form

(Q, 01)(: B, x0),

with § given by any of the equivalent definitions 8.1 or 8.2, and xo € R, possibly
depending on time, to be chosen later.

8.2. Rewriting of the initial data. We need an additional makeover to fully introduce
modulations, related to the initial data for general nonzero momentum. Recall that from
(7.5) we have the initial data of the form

(Q°,0) + (@o,50) st (H€0,50) := ©(30.0.8), yo€H, [yl +18] < n(8.5)

These initial data can be conveniently written as follows:

(0°,0) + (7, 50) = (Q, Q) (-, B, 0) + (o, 50), (8.6)
where
(ii0, $0) == ((Q°,0) — (Q, Q) (, B, 0) + (o, 5o) € H) x L2 (8.7)

Note that, written this way, (&g, So) is still (odd, even) and small enough. Moreover, the
solutions to SG with initial data (8.5) and (8.6) are just the same.

Remark 8.3. The makeover (8.6) is made to precisely catch the final speed of the kink
in the case where the data has general nonzero momentum. However, in Theorem 6.1,
since the data has zero momentum, (8.6) will not be necessary, in the sense that we can
take B = 0 (since § = 0) on the right hand side and (iig, 50) = (o, So).

8.3. Modulation. Now we are ready to show a modulation result for the solution close to
the kink profile. For a similar statement, see e.g. [4,60]. Since Theorem 6.1 is equivalent
for positive and negative times, we only consider the positive time case.

Let (¢, ¢;) be the solution to SG (1.1) with initial data (8.6). The perturbation data
(@o, So) is assumed small, depending on n € (0, ng), parameter of the problem. Define,
for K* > 1 large,

T* = sup{T ~0:Vte[0,T],35(t) €Rs.t.
(8.8)
(@, ¢)(1) — (O, O (x; B, Bt + U | g1 12 < K*n}.

Clearly T* > 0 because of the continuity of the SG flow, the assumption (6.1) on the
initial data and the fact that K* > 1. Suppose, as in [3,60], that T* < +o0.

Lemma 8.4 (Modulation). By taking no smaller if necessary, the following is satisfied.
Let ¢y := (Q, Q) (-, B,0) + (up, §o)qbe given initial data as in (8.6), and let ¢(t) be the
corresponding solution to SG, with ¢(t = 0) = ¢g. Then, there is p(t) € R such that,

@, 5)(t, x) := (P, ) (t, x) — (Q, Q)(x: B, Bt + p(1)) (8.9)
satisfies, for all t € [0, T*],

/(a‘,s‘xr, x) - By, Brx)(x: B Bt + p(1))dx = 0. (8.10)
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Moreover;, under this condition we have the following dynamical equations for (i,)
and p'(t) :

p(0) =0, (&3 =0)= (i, S0), @.11)
and
;Zt :§+p/QX1 N
{Ef:ixx_Sin(Q+’IZ)+SinQ+p/Qt’x_ (8.12)

Proof. Let zo € R be fixed. The idea of the proof is to use the Implicit Function
Theorem to ensure the existence of such decomposition with (iZ, 3)(z, x) satisfying the
orthogonality condition (8.10). First of all, let us consider the neighborhood

UW) = (@, ¥) € HL x L2 1@, ) — (0, 00 (x5 B, 20)ll 12 < v}

Note that even when (¢, ¥) does not belong to H I x L2, its difference with (é , Q,)
does. Now, define the functional Y : U/(n) x (—n, n) — R, given by

Y($. Y. p) = /R (@, ¥)(x) — (0. O (x: .20+ p)) - (Ox. Orx)(x: B. 20+ p)dax.
It is clear that Y is a C! functional. Moreover, we have
Y ~2 ~2
s @ == [ (B pizos o+ T i fzos )
© R
+ /R ((@. ¥) ) = (0. O (x: B. 20+ p))  (Dux» Qroxx) (3 B, 20 + p)dx.
Finally, note that at the point (é, é,)(x; B, zo) we have Y(é, ét, 0) = 0 and

Y ~ ~ ~> ~>
20,00 = —f (B2 8200+ B2 (v .20 )dx £ 0. (8.13)
P R

Thus, by the Implicit Function Theorem we deduce the existence of 7 > 0 small enough
andaC' function p (¢, ¥) defined on the neighborhood 2/ (77) x (=7, 7) to aneighborhood
of zero such that

Y(¢, ¥, p) =0 forall (¢,v) €U x (=7,1).

Note that 7 only depends on (8.13) and not on the point zo € R. Hence, for every

(¢, ¥) € U@) x (=7, 1) we define the shift p, (¢, ¥) := zo + p(¢, ¥). Finally,
using the definition of T* we can define the mapping 7 +> p(¢) on [0, T*] by setting

p(t) == pp: ((¢, ¢;)(1)). Thus we obtain

/(E,E‘)(t, -x) : (éxv ét,x)(X; ﬁ’ ﬂt + p(t)) = 01 Vt € [Ov T*]
Finally, (8.11) is direct from the chosen type of initial perturbative data (odd, even) and
(8.10), and (8.12) are direct. |

Note that (Q, Q;)(; B, 0) is indeed (Q, 0) if 8 = 0 and we consider the general case
Be(—1,1).
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9. Lifting of the Data in M,

Let (¢o, ¢1) € M, be initial data as described in Lemma 7.1 and (7.5). Then, there exist
unique (yo, 8) € H} x R with || yo|l ;1 + 18] < 1 and such that (i, 50) = ® (0,0, 8) €
H! x L2. Consider the SG Eq. (1.1) with initial data (yo, 0). Since this data is (odd,
odd), the evolution preserves this property. Namely, there exists a unique global solution
(y,v) € C(R; HOl X Lg) such that

I VO gtz S0

Note additionally that, since vy = 0 in this case, one has that (y, v)(#) has zero momen-
tum.

We shall use the results in [37] (see also [14] for earlier results), which claim that
(odd, odd) small perturbations of the zero state in SG must converge to zero in compact
intervals of space, as time tends to infinity. This is the key part of the paper, stated in
Theorem 2.1, in the sense that if we are not able to get (odd, odd) data around zero, then
we cannot use [37]. The construction of the manifold (odd, even) of initial data around
Q is precisely the way we have to ensure that the data around zero have the right parity
conditions.

Consider the (odd, odd) solution (y, v)(t) € H 1'% L? of SG mentioned in Theorem
2.1, and constructed using the initial data in M,,. The purpose of this Section is to
connect this solution with the one described in Lemma 8.4, Eq. (8.9).

The main problem associated to this connection (if possible), is to arrive to the correct
solution of SG. Here, the uniqueness of the solution (given the same initial data) will be
essential to conclude this property. The correct choice of data will be given by (8.9).

9.1. Lifting via modified implicit function. Indeed, lett € [0, T*] be fixed, and consider
(Q, Q1) = (Q, O1)(x; B, Bt + p(t)) and its corresponding modified profile (Q, Q;) :=

(0, O)(x; B, Bt + p(1)) (see (3.21)). Using (3.14)—(3.15), and given (y(¢), v(¢),§) €
HO1 X L% x R, we will look for a solution (&, §)(r) € H' x L? of’

~ 1 O+ii+y O+ii—y
Qx+ux—v—1+8cos< 5 >+(1+5)cos<—2 ) 9.1
~ 1 §+12+y B §+ﬁ—y
Qt+s—yx_1+acos( 5 > (1+5)cos<—2 ), 9.2)
with  [[@.9)0.2) (@5, 8u)(xi B + p(D)x =0, ©3)

As in [4,27] and [60], the extra orthogonality condition (9.3) is essential to uniquely
solve this nonlinear system. Note the similarity with (8.10).

Following the proof of Lemma 7.1, solving for § is trivial once we solve for z. Hence,
we must solve

~

.1 1 1+8) ) si 0\ . e HI 9.4
i+ 5 m+( +3) ) sin 5 u=f, ueH, 9-4)

5 Note that (i, 9)(r) have no longer a parity property, consequence of the shift p(7) and (if nonzero), the
speed parameter 3.
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forany f € L2. We have sin (g) = tanh(y (x — Bt — p(1))), and (9.4) becomes

~ V Y 1
(@t cosh™ (x — Br — p(1))), = f cosh™ (x — Bt — p(1)), vo = o ((1 5 +(1 +5)) )
Hence,
i(x) =d(x = Bt + p(t)) cosh™™ (x — Bt — p(1))
+cosh™(x — Bt — p(1)) f(s)cosh™(s — Bt — p(t))ds.
Bt+p(t)

Solving for § is also direct. Consequently, since from (3.16) we have Qx (x; B, Bt +
p(t)) =2y sech(y (x — Bt — p(t))), we conclude that from the orthogonality condition
in (9.3) we have u(x = Bt + p(¢)) uniquely determined. The rest of the proof is direct
(as in Lemma 7.1), or as in [60].

9.2. Uniqueness of the lifted data. Now we discuss the uniqueness of the solution found,
thatis, (Q, O;)+ (i, §). Since (y, v)(¢) is solution to SG (1.1), and (Q, Q;)(¢)+ (i, 5)(¢)
also solves SG (1.1), and their corresponding initial data are related by BT of parameter
1 + 4, by Lemma 3.2 we have that they are always related via the same BT (9.1)—(9.2),
for all time. Now consider the function (Q, Q,)(¢) + (i1, §)(¢). At time O one has

(Qv Qt)(-X; ﬂ» 0) + (ﬁ’ §)(O)v

since p(0) = 0 (see (8.11)). Now, recall that (y,v)(r = 0) = (yo,v0) = (Yo, 0),
and by uniqueness associated to the Implicit Function (Lemma 7.1), we know that
(o, 50) = P ()0, 0, §). Consequently,

(Q, Q)(x; B,0) + (@, §)(0) = (Q°, 0) + (&0, 50),

and therefore (i1, §)(0) = ((Q°, 0) — (Q. Q/)(-, B, 0)) + (i, 50) = (iio. §0) (see (8.6)
and (8.7)). Therefore, one has the same initial data.

The previous argument and the uniqueness obtained via the Implicit Function The-
orem applied at time ¢ guarantees that the lifted data (Q, Q,)(¢) + (i, §)(¢) is just
(Q, O0:)(@®) + (u,5)(r) as in Lemma 8.4. Moreover, we have also proved that the kink is
orbitally stable (see earlier results by [25,27]).

10. Estimates on the Shift

In this section we prove further estimates on the shift p(¢) for the case § = 0 that will
allow us to prove the remaining parts in Theorem 6.1. Our aim is to prove Corollary 10.4,
which relates p’(¢) with exponentially weighted, quadratic integrals only depending on
(v, ¥x, v). We start out with the following mixed estimate.

Lemma 10.1. Assume B = 0. Under the hypothesis of Lemma 8.4, for all t € R the
following bound holds: for any ¢ > 0 small,

Ip'(0)] < / e =P Ol G2 L 32y (1, x)dx + / e UmO=POI(y2 4 y2y(r, x)dx,
(10.1)

with implicit constant independent of time and U, y.



On Asymptotic Stability of the Sine-Gordon Kink 621

Remark 10.1. (About quadratic estimates and convergence) Estimate (10.1) reveals that,
under the orthogonality condition (8.10) in the case 8 = 0, the derivative of p(#) is of
quadratic order in & and y, a fact that should imply that p (¢) may converge as r — +00.
Unfortunately, there is no simple relationship between the weight e ~(!1=9)* =2l and the
dynamics of ( y2 + yf)(t, x). This lack of evident connection for data only in the energy
space makes the proof of convergence for p(¢) harder than usual. In any case, we are
able to show in this paper (Theorem 6.1) that either p(#,) diverges for some sequence
t, — 400, or it converges to a final state p. In both cases, a portion of the radiation term
U converges in the energy space, on compact sets.

Remark 10.2. (Conditional convergence) A conditional result for convergence of p(t)
in every possible case is the following: if the data (yp, 0) € M, o € H} x L2 is such
that the solution of SG (y, v)(¢) € HO1 X Lg with initial data at + = 0 given by (yo, 0)
satisfies

o0
/ /ef(lfe)‘xf"(”l(yz+y§)(t,x)dxdt < 400,
0

then p(t) — p € R. This result will transpire from the proof of Theorem 6.1.

Proof of Lemma 10.1. Recall that Q; = 0 in the 8 = 0 case, see (3.18). In order to
prove (10.1) we multiply (8.12) by Q’ and integrate in space, from where we obtain

/EtQ’ = /EQ’+p’/ 0”. (10.2)

Now notice that, due to the orthogonality condition and the uniformly smallness of

u(t, x) we have
/ Q/2 _ /’it’t Q/

for some positive constants ¢, C > 0. Therefore, using (11.5) in (10.2) we conclude

/ / / é . ”/7
1001 S ‘/ny —Z/Q (cos (3> sin <§>
. (O U\\ . (¥
+sin <E> cos (5)) sin (5)‘ . (10.3)

On the other hand, notice that by using Q" = —2 cos(é /2) and basic trigonometric
identities we can rewrite the first and last term on the right-hand side of the latter
inequality as

[reram(S)en G| e o ()n)e

which, by integration by parts, is equal to

[ (= (5o @) 0 fn (B smn(3) 0]

c < <C,

k]

(10.4)
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Finally, we recall that by basic trigonometric bounds together with the uniform smallness

of the functions involved we have
(U Y ) < |3
sin (2> sin (2 ' < uyl.

0<1-—cos “ cos(z) <@?+y? and
2 2
Therefore, plugging together the last identities and by using ab < 2a*+2b? we conclude
'/ yx Q' —2Q sin (%) cos (%) sin (%)‘
(10.5)
< f ~(-0lr=p0](2 4 2) +/ (0=l G2 4 72,

for any 0 < ¢ <« 1 small. Notice that, in the same way as before, and by using the fact
that cos Q/Z < sech(x — p(t)), we also conclude in (10.3) that

’/cos( )sm <2> sin (%) 0| < /e_z"‘_p(t)l('zi2+y2),

which concludes the proof of the lemma. O

Remark 10.3. Note that the nice cancelation produced in (10.4) is essentially due to the
fact that (5.5) holds precisely under the orthogonality condition (8.10) in the case 8 = 0.

Now our objective is to eliminate the term in ii% in (10.1).

Lemma 10.2. Assume B = 0. Under the assumptions of Lemma 8.4, for any 0 < ¢ < 1
small and all t € R the following bound holds

fe—<1+a)|x—p(t)|g§ < /e—(1+s>\x—p<r>\(,72 ry 402, (10.6)

Proof. To show (10.6) it is enough to notice that by using identity (11.3) and plugging
itinto Eq. (11.1) we deduce

7= v—sin () in (T cos (3) =2 (1—cos (D) cos(2) ) eos (2)

Therefore, bounding in the same way as in the proof of Lemma 10.1 we obtain

/e—(1+e)|x—p(z)|g§ < /e—(1+s)|x—p<t>\(gz £y e0?),

which concludes the proof. O

The final step to prove Corollary 10.4 is a control of %> in terms of (y* + y)% +02),
with a reasonable loss in the decaying exponentials involved in the weighted norms.

Lemma 10.3. Under the assumptions of Lemma 8.4, for any 0 < ¢ < 1 small and all
t € R the following bound holds

fﬁz(t, x) sech!* (x — p(1))dx < /(y2 +y2 +v?2)(t, x) sech! =¥ (x — p(1))dx,
(10.7)

with implicit constant independent of t and W, y, v
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Proof. We start by rewriting the Bicklund equation for u, (¢, x) in a more convenient
form. In particular, notice that (11.1) is equivalent to

. +sin <%) W= F(t,x),

) (1-(5)=()
) (3)(3)

Therefore, by solving the ODE and due to the fact that sin (g) = tanh(x — p (7)) we
obtain

where f(t, X) is given by
F(t X) = v—ZCos(

(B

= v+I1+1IL

u(t, x) = b(t) sech(x — p(r)) +sech(x — p(¢)) ' cosh(z — p(t))f(t, z)dz.
p(t)

(10.8)
Notice that direct computations and Cauchy-Schwarz’s inequality lead us to
/ W% sech'™* (x — p(1))dx
X - 2
<b(r) + / sech™ (x — p(1)) < / cosh(z — p(1)) F(t, z)dz) dx
p(t)
X
<b(r) + / sech™* (x — p(1)) ( / cosh’(z — ,o(t))dz)
p(t)
X ~
< / sech(z — p(1) F(1, z)dz) dx
p(t)
<b(r) + / sech(x — p(1) F2(t, x)dx. (10.9)
Now we claim that there exists 0 < § < 1 such that
o) 1—¢ 2,2, .2
/sech(x —p)F(t,x) S /Sech (x = p@)(y"+yy +v7)
+8/sech1+£(x — p(0)i”. (10.10)

In fact, by using Cauchy-Schwarz’s inequality we obtain
/ I1|? sech(x — p(1)) < / sech*(x — p(0)@* + y*)

< sup Iy 011, / sech(x — p(1))y

teR
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+sup [|T(1) 3, /sech“g(x — p()i>.
teR

On the other hand, by standard trigonometric inequalities and the uniform smallness of
the functions involved we have

2 _sin(Z2 cos(X) < |aly?,
2 2 2

and hence, by using again 2ab < a? + b*> we conclude

/ [ sech(x — p(1)) < sup [|u(@)|1 3,1 sup [y ()31 / sech!** (x — p (1))t
teR teR

+sup [y ()71 / sech! ™ (x — p(1))y?,
teR

which concludes the claim. Finally, we are lead to estimate b(¢).
Using (8.10) in the case § = 0, and (3.17)—(3.18) (recall that y = 1), we have in

(10.8)
2
b < (/ sech?(x — p(1)) dx> .

/ cosh(z — ,o(t))F(t, 2)dz
P

(0

By Cauchy-Schwarz,

Ib(n)> < /sech4_(x —p()) /:) cosh(z — p(1)) F(t, 2)dz 2dx. (10.11)
p(t
Proceeding as in (10.9), we conclude
b < /sech(x — p())F2(t, x)dx.
Gathering this last estimate and (10.10), we conclude. |

We finish this section gathering the main result concerning the quadratic behavior of
0'(t) in the case 8 = 0.

Corollary 10.4. Assume = 0. Under the assumptions of Lemma 8.4, for all t € R the
following bound holds: for any 0 < ¢ < 1 small and fixed,

1o’ ()] < / e ImO=pOl (2 4 2 4 2y (1, x)dx, (10.12)

with implicit constant independent of time and (y, v).

This result proves (6.2) in Theorem 6.1, part (2). It only remains to show part (2),
Egs. (6.3) and (6.4).
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11. End of Proof of Theorem 6.1

In this Section we prove Theorem 6.1, estimates (6.3) and (6.4). Recall that parts (1) and
(3) of this result were already proved in Sect.7 and 8.

Let us consider &0 := (¢, ¢1) data belonging to the manifold M, in (7.5). Let also
(¢ (1), ¢:(2)) be the unique solution of (1.1) with initial condition (¢, ¢;)(0) = (¢o, ¢1).
We restrict ourselves to the zero momentum submanifold M, o introduced in (7.7). In
particular, 8 = 0 and y = 1 in the kink profile (see (3.21))

O(x; B, Br+ p(1) = O(x; 0, p(t)) = Q(x — p(1)) — 7w =: O(x — p(1)).

Moreover, § = 0 in (7.7).

Let us fix now a compact interval /. We divide the proof into several steps. The first
two of them concern the limit of the L2-norm of the functions (&, ). We shall only
consider the case in which + — oo. Nevertheless, the same proof holds for the case
when ¢t — —o0 up to some obvious modifications.

Step 1. First of all consider (9.1)-(9.2) with &2 = u (see the discussion in Sect. 9.2):

~ O+ + O+ —

Oy +1y — v =Cos Qruty + Cos Qru-y , (11.1)
2 2

~ O+ + 0+ —

Q: +5 — yy = cos (%) — cos (%) (11.2)

Using that

cos(A+ B+ C) = cosAcos BcosC — cos Asin BsinC
—cos Bsin Asin C — cos C sin A sin B,

we obtain

~ Z (11.3)
=2(eos(3) s (3) -0 (3) o (5)) = (5)
=2(cos[ =) cos —sin| — |)sin| =) )cos(=),
2 2 2
and
cos<é+ﬁ+y)—cos<§+ﬁ_y>
2 2 (11.4)

2 oo (2) (2 wsin () eos () o (2).

Both identities will be important in what follows. First of all, from (11.4) and the fact
that Q; = 01in (11.2) (since 8 = 0) one has

(oo Ve (T wein (B con () i (2
S = Vx 2<cos<2)sm<2>+s1n(2>cos<2)>sm(2>. (11.5)

Recall the identities (see [60])

2

sin (%) = tanh(x — p(1)), cos ( > ) = sech(x — p(1)), (11.6)
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and
1
|sinx| < |x|] and 0 <1 —cosx < min {2, zxz} (valid for all x € R). (11.7)

We have a.e. in R
[SC, 01 S Ly (e, x)| +[y(2, )], (11.8)
so that, from (2.13) and (2.12),

AR i~
//e al¥132(¢, x)dxdt < +o0, im Y5Ol 2y =0, (11.9)

for any compact interval /. This proves the second component part of Theorem 6.1 in
(6.3) and (6.4) (note that no particular sequence of times #t, — +oo is needed in this
case).

Step 2. In the case 8 = 0, we have from (3.18) and (9.3)

fﬁQ’(x —p@) =0.
Taking derivative and using (8.12),

0 (/ 07+ / Q" (x — p(t))) =— /’s“Q/(x — p(0)).

On the other hand, from the conservation of (zero) momentum, we have
0= /(Q/(x —p(1) +U)s = —/?Q’(x —p) = /ix?-
We conclude that p’ is of quadratic order, and satisfies

0O < ‘/W <.

This is also another proof of (6.2).
Step 3. In order to estimate the H L_norm of & we use (11.3) to re-write (11.1) as

Be(t, x) + 2sin (2) in <ﬁ(t, x))
2 2

0 (t, x) "
+2cos <E> <1 — cos< > )> cos <§) = F(t,x),

where F is given by

(11.10)
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In the last line, we have used (3.20) which implies that Qx = 2cos ( ) Note that

since # € L®(R; H! (R)), we have u bounded independently of time. Therefore, F is
bounded in L*°(R), uniformly in time.
Now we prove that the L)ZC (I)-norm of F(t) goes to zero as t — +oo. In fact,

0 y
N2y Slvllpzgy + | cos (— Hcos (—) - 1”
L2(I) L2(D) 2N 5 )

sin (%) Hcos( ) — IH Lo sin (g)

On the other hand, the identities (11.6) imply that
F < v +Hc0s< )—1”
IF 20y S Mvllz2r e

(11.11)

+

Lee(I) L2(I) .

Hence, using Theorem 2.1, the inequalities (11.7), and the continuous embedding of
H'(R) into L*®(R) we obtain

lim Hcos (X) — 1” =0.
t—>+00 2 Lo(I)

Combining the previous limit and applying Theorem 2.1 again, we conclude

im [Pl z2¢) = 0. (11.12)

Actually, we can prove even more. From (2.13), (11.6) and the second line in (11.11),
/e_C°|x|F2(t,x)dx < / —colly2(¢, x)dx
+ / e~ gech? (x — p(1)y*(t, x)dx
+/e 2y (¢, x)dx

< /ef"lxl 2(t, x)dx + n* / ¥ 27, x)dx.

Consequently, we obtain the stronger property

f/e—CO‘X'FZ(t,x)dxdt < +00. (11.13)
Assume now that ||ﬁ(t)||Lz(1) tends to zero as t — +o00. Using (11.10) and (11.12),
e Ol 2y S WEO 20y + NF Ol 2y — 0

as t — +oo. This last result shows that we only need to prove L120 . decay on u(r).
Step 4. Proof of AS. Here we shall consider two cases.

Subcase 1. |[p(t,)| — +oo for some (#,) tending to +0o. With no loss of generality, we
assume p(t;) — +oo. Fix x € I. Now the ODE (11.10) reads

(. x) — 2sin <”(t2’x)) — F(t, ),
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Flt,x) = F(t,2) =2 (1 +sin (9>> sin (mt’ x>)
2 2
— 2¢cos (g) (1 ~ cos (ﬁ(l,x))) cos (X) .
2 ) )

Note that due to the fact that 7 € L>(R, H'!(R)) and the explicit form of é we deduce

where

sup | F (D) 2wy < +oo.
teR

Now, we conveniently rewrite (11.10) as
Tt x)+ V(t, )i, x) = F(t, x), (11.14)

where V (¢, x) is given by

— i sin (m’;‘)) it x) £0,
—1, W, x) = 0.

Vi, x) = {

Clearly V defines a bounded function in (¢, x). Thus, solving this ODE we obtain the
explicit solution

S ) ~
ut, x) = —/ els VDT Bt syds. (11.15)
X
Using that sup, . |#(z, x)| < n < 1, uniformly for ¢ € R, there exist v = v(5) < 1
such that

—l—v<supV(t,x) <—-1+v,
xeR

uniformly for t € R. Replacing this in (11.15) we obtain

oo o0
lu(t, x)| < / e~ O F(1 5)|ds = / e OYIF(t,w+x)|dw, co:=(1—-v).
0

X

On the other hand, since all the functions involved belong to L>°(R; H'(R)) we have

]

||f(f)||L$°(R)/ e dw < oo,
: 0

uniformly for ¢ € R. Finally, taking L% (I)-norm and using that (11.12) holds for any
bounded interval, we get that

o
. ~ . —cow ~
nETOO lu(t)li2y = nllﬁﬁgo‘/o e IF @l 22 (14wydw

o0
—cow 1: ~ _
< /O e tim I F ()12 1w = O,

where we have used Minkowski’s integral inequality and Dominated Convergence’s
Theorem, which concludes this step. Therefore, we conclude

nETOO ||(a(tn)sE(fn))||Hg(1)xL§(1) = 0. (11.16)

This proves (6.3).
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Remark 11.1. Note that in the case p(t,) — +00 only u(t,) converges along a subse-
quence. The remaining part 5(¢) converges, locally on compact sets of space, along any
subsequence of time, no matter if p(¢) stays bounded or not (see (11.9)).

Subcase 2. p(7) is bounded. In this case we have ¢~ =2l < Ce=(=8)lx] for
all time, with C > 0 depending on maxg p(#) < oo. From (10.12),

1o/ ()] < /e—<1—8>‘xl(v2 + 32+ y2)(t, x)dx. (11.17)

Now let us recall that by (2.13) we have

[ee)
/ /e—(l—s)m(vz + 32+ y2)(t, x)dxdt < +00,
0

and hence, (11.17) leads to
lo(sn) — p(sm)| — 0, n,m — +o0,
for every sequence (s,) such that s, — +o0o. Fix one such sequence (s,); we have

p(sp) — p (this p still depends on the chosen sequence (s;,), but we will prove that the
whole p(#) converges to this limit). Now, once again from (11.17),

Sn
lp(sn) — p(] S / /e—“—”')“(v2 + 32+ y2)(t, x)dxdt < +00.
t

Sending n — oo, and thent — +00, we conclude p(¢) — p. This proves that, whenever
p(t) stays bounded, it must converge to a final position p.

Finally, we prove (6.4). Note that from (8.12), (10.12) and after integration by parts we
have

2dr /(~2 +u +u2)(t x) sech™8 (x)dx = / (s,s F U0+ Ty ily) sech ™ (x)dx
S /(Sin 0 — sin(Q + u))3 sech!* (x)dx
+ /(WJF |ii5] + pity Q") sech!* (x)dx.

Thus, by using again the standard inequality 2ab < a* + b*> we deduce

2dt /(V2+u +02)(t, x) sech™ (x)dx < /(M + iy +5%) sech!** (x)dx.

Using (11.8), (10.6) and (10.7), we simply obtain

-—/(sech“fx)(*%u +T2)(t, x)dx < fe—“—f)')“(yz+y§+v2)(t,x)dx.

Consequently, from (2.13) we conclude (11.16) (and therefore, (6.4)) exactly as it was
done in [36].
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Appendix A: Proof of Proposition 4.1

We follow the ideas in [60], but with some important modifications. Let us consider the
Bicklund functionals introduced in (3.22) and (3.23) witha = 1and § =0 (i.e. 8 =0
from (3.19)):

~ ~ . O+ + +u—
0=FwW,s,y,v0) = Qx+ux—v—cos(w) —cos(%),

0= BH@5, y,v,0) =5 — y — cos (%) +cos (M) (A

Recall that ét = 0 in the case B = 0 (see (3.18)). These functionals are well-defined,
see Lemma 3.6, item (d).

Let (y,v) € He1 X Lg be small enough given perturbations (maybe depending on time,
but of size uniformly bounded for 7 € R). Notice that for any given triplet (y, v, 4) €
H! x L2 x H!, equation L2 5 F, = 0 is trivially solvable for 5 and defines a function
in L%. On the other hand, with a slight abuse of notation,

Fi:H'®) x L2(R) x H'(R) x L2(R) — L2(R), F| = F\(@5, . v),

defines a C ! functional in a neighborhood of zero and due to Lemma 3.5 we have
F1(0,0,0,0) = 0. Therefore, in order to conclude the proof it is enough to show
that the Gateaux derivative of F] defines an invertible bounded linear operator with
continuous inverse. In fact, notice that linearizing directly on the definition of F] above
and by using basic trigonometric identities we are lead to solve

i, = —sin <%> i+ f, forsome f e L2. (A.2)
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Here, sin (%) = tanhx. Now, in order to solve Eq. (A.2), we define ug(x) to be the

solution of

Hg.x — sin <%) npg =0, thatis pug(x) = coshux.

At this stage it is important to point out that 1tg(x) is an even function. On the other
hand, due to the fact that both g and f are even functions, we conclude that there is
only one odd function solving (A.2), which is given by

1 X
ﬁu):————/'uﬂmf&y&. (A3)
mp(x) Jo

Finally, by using Young’s inequality, the explicit form of # and the exponential growth
of g itis a straightforward checking that

@l 2y S 12wy

We refer to [60] Section 6 for a complete proof of the latter inequality in a similar context.
Notice that in order to conclude that % € H it only remains to prove that i, € L>.
Nevertheless, this is a direct consequence of the explicit form of u# in (A.3) and the
previous analysis. Therefore, we conclude the proof by applying the Implicit Function
Theorem. O

Appendix B: Proof of Proposition 4.2

We follow the guidelines of the proof of Proposition 4.1, with minor but essential dif-
ferences. Once again, we put in the framework of Lemma 3.6, item (d).

Recall the setting of BT in (A.1). Now we will consider (&, 5) € H} x L2 be small
enough given perturbations. Notice that for any given (i, y) € HUl X Hel, equation
F 1 = 0 1is trivially solvable for v(-) and defines a function in LZ. On the other hand,

Fr: H'®R) x L2(R) x H'(R) x L2(R) — L2(R), F» = F2(#i.5, y. v),

defines a C! functional in a neighborhood of zero and due to Lemma 3.5 we have
F2(0,0,0,0) = 0. Therefore, linearizing directly on the definition of F, above and by
using basic trigonometric identities we are lead to solve

Yy = sin (%) y+ f, forsome f € Lg. B.1)

Note that unlike (A.2) now we have the opposite sign in the right-hand side. As before,
in order to solve Eq. (B.1), we define 11g(x) to be the solution of

Mg,x +sin (%) ng =0, thatis  pug(x) = sechx.

Notice that since g and f are even and odd functions respectively we conclude

/uﬂﬂf@ﬂx=0
R
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Therefore, solving (B.1) from —oo to x we conclude that there is only one solution to
(B.1) which is given by

1 X
yx)=—— / up(2) f(2)dz. (B.2)
Mﬁ(x) —o0

Finally, by using Young’s inequality, the explicit form of y and the exponential decay
of g itis a straightforward checking that

IVlizwy S 1flle2wy and yxllpzwy S 1A 12w)-

We refer to [60] Section 6 for a complete proof of the latter inequality in a similar context.
Therefore, we conclude the proof by applying the Implicit Function Theorem. O

Appendix C: Proof of Lemma 4.3
Recall that the wobbling kink is given by (2.9)

Wg(t, x) :=4arctane” +4arctan f, [ = %, (C.1)
where
g := B(sinh(x) cos(at) — sinh(Bx)), 2)
h := cosh(x) cosh(fx) — B sinh(x) sinh(Bx) — B cos(ut). '
Consequently,
4 4
Wg: = %, Wg.x = 2sech(x) + 1+f}2.
Moreover, directly from (2.1)
4o B cos(at) cosh(Bx) —4ap? sin(at) sinh(Bx)
Bpi=— 2 Tl BRx=—3 2 2¢in(at)’
o cosh“(Bx) + B~ sin“(at) o~ cosh”(Bx) + B~ sin“(at)
and
. (Bﬁ ) 2af sin(at) cosh(Bx)
sin[ — | = )
2 a2 cosh?(Bx) + B2 sin?(at)
(Bﬁ ) o2 cosh?(Bx) — B2 sin?(at)
cos| — | = .
2 a? cosh?(Bx) + B2 sin®(at)
On the other hand,
W, 1— f? 2 f tanh
sin 2B = ! sech(x) — M,
2 1+ f? 1+ f?
Wg 1—f2 2 f sech(x)
Cos <T> = — 1+ f2 tanh(x) — W

Then we recast (4.2)—(4.3) as follows,

(@® cosh?(Bx) + B2 sinz(at))(2(1 + £2)sech(x) + 4 fx)
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— 4 B cos(at) cosh(Bx) (1 + f2)
— 2(a? cosh?(Bx) — B2 sinz(at))((l — #ysech(x) — 2f tanh(x)),
and
4 f(a® cosh?(Bx) + B% sin® (1)) + 4ap? sin(at) sinh(Bx)(1 + f2)
— _4aB sin(ar) cosh(,Bx)((l — ) tanh(x) +2f sech(x)),
or in terms of g, i, we get
(@2 cosh?(Bx) + B sin2(at))(2(h2 + g%) sech(x) + 4(g h — ghx)>
—402 B cos(at) cosh(Bx)(h* + g%)
= 2(a? cosh?(Bx) — B> sinz(at))<(h2 — g%)sech(x) — 2gh tanh(x)),

(C.3)
4(gih — ghy)(a? cosh?(Bx) + B2 sin®(ar)) + 4aB? sin(at) sinh(Bx) (h + g%)
= —4ap sin(at) cosh(ﬂx)((h2 — g?)tanh(x) + 2gh sech(x)). (C4)

Now, having in mind that from (C.2),
gx = B(cosh(x) cosh(Bx) — B cosh(Bx)),
g = —ap sinh(x) sin(at),
hy = o? sinh(x) cosh(Bx),
h; = af sin(at),

substituting in (C.3)—(C.4) and after easy manipulations, we conclude and the proof is
complete. O

Appendix D: Proof of Remark 4.11

First of all, notice that by standard trigonometric identities we have

Bay +iaa, + 1\ e — eyPr—vD—ialt—ux]
) 1 + exty[Bx—vt)—ia(t—vx)]

r_¥
1-7Y

tan(® — ©) = where Y := (

Bay, +ica, — 1
Thus, after some easy manipulations we conclude that tan(® — @) = ﬁ—;, where

Ay = i(a? — 1) cosh(x) sin(ya(t — vx))

— 2iaya cos (ya(t — vx)) sinh(x) — 2iaye sinh (yB(tv — x))
and
Ay = —2a, B cos (ya(t — vx))
+cosh(y vBr) ((1 +a2) cosh(x) cosh(yfx) — 2a,f sinh(x) sinh(y,Bx))
+ sinh(y v,Bt)(2av,B sinh(x) cosh(yBx) — (1 + ag) cosh(x) sinh(y,Bx)).

Notice that, if v = 0, then Wg , = Wpg, where Wy is given by (2.9).
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